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Abstract: Indonesia has the third highest number of motorcycles, which means the traffic flow in
Indonesia is heterogeneous. Traffic flow can specify its condition, whether it is a free flow or very
heavy traffic. Traffic condition is the most important criterion used to find the best route from an
origin to a destination. This paper collects the traffic condition for several road segments which are
calculated based on the degree of saturation by using two methods, namely, (1) by counting the
number of vehicles using object detection in the public closed-circuit television (CCTV) stream, and
(2) by requesting the traffic information (vehicle’s speed) using TomTom. Both methods deliver the
saturation degree and calculate the traffic condition for each road segment. Based on the experi-
ments, the average error rate obtained by counting the number of vehicles on Pramuka—Cihapit and
Trunojoyo was 0-2 cars, 2-3 motorcycles, and 0-1 for others. Meanwhile, the average error on
Merdeka-Aceh Intersection reached 6 cars, 11 motorcycles, and 1 for other vehicles. The average
speed calculation for the left side of the road is more accurate than the right side, and the average
speed on the left side is less than 3.3 km/h. Meanwhile, on the right side, the differences between
actual and calculated vehicle speeds are between 11.088 and 22.222 km/h. This high error rate is
caused by (1) the low resolution of the public CCTV, (2) some obstacles interfering with the view of
CCTV, (3) the misdetection of the type of vehicles, and by (4) the vehicles moving too fast. The
collected dataset can be used in further studies to solve the congestion problem, especially in Indo-

nesia.

Keywords: heterogeneous traffic flow; traffic dataset collection; object detection; CCTV; TomTom;
vehicle movement

1. Introduction

Traffic condition is the most important criterion in the selection of a travel route. It is
common that drivers try to avoid congestion when driving to their destination. Traffic
conditions can be determined by counting the flow in some areas, specifically by counting
the number of vehicles in a certain period.

When counting the number of vehicles, there must be a categorization for each type
of vehicle. Especially in Indonesia, where the characteristics of traffic flow are formed by
several kinds of vehicles. Traffic flow in Indonesia is heterogeneous: it is not only formed
by cars, but also formed by motorcycles, buses, and trucks. Based on the Indonesian Sta-
tistics Bureau in 2018, motorcycles dominate the traffic flow in Indonesia by 77.5% com-
pared with other types of vehicles [1]. Based on the heterogeneous traffic flow in Indone-
sia, the number of vehicles that pass the road must be separated based on their type.

This paper uses a dataset collection method to investigate heterogeneous traffic flow
so that it can be used as a training dataset for the prediction of future traffic conditions.
The heterogeneous traffic condition dataset is rarely found in the transportation sector,
and this paper delivers the first heterogeneous traffic dataset collected in Indonesia.
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The measurement of traffic conditions is achieved by calculating the degree of satu-
ration, which is obtained from information such as road width, road slope, traffic light
cycle, etc. By combining this information with the default saturation, its degree is defined.
This measurement is performed for each road segment in the observed area. Later, the
dataset is stored to predict the traffic flow of a specific road segment.

The traffic dataset collection in this paper is achieved by choosing one of these meth-
ods: (1) implementing object detection and tracking in public CCTV systems that observed
an intersection or a road segment, or by (2) collecting travel speed from TomTom digital
maps [2]. Later, the collected traffic information is processed to create the dataset. The first
method is applied whenever the area is surveilled by CCTV. Meanwhile, the information
collected using TomTom is obtained for each road segment that cannot be observed by
the public CCTV systems. The observation area in this paper covered 265 road segments
and 89 intersections which are located around J1. R.E. Martadinata, Bandung, Indonesia.
The traffic condition dataset is separated for each road segment; therefore, 265 datasets
were collected using one of these two methods.

As aforementioned, the use of CCTV to count vehicles is performed by implementing
the object detection and tracking method. This method is commonly implemented to un-
derstand the situation using a computer. Several methods can be used to study the situa-
tion, namely YOLOV3 [3], RetinaNet [4], etc. In our heterogeneous traffic condition dataset
collection, YOLOv3 was the method used in object detection and tracking. YOLOvV3 can
be implemented in various detection, such as face detection [5,6], text detection [7,8], and
traffic light and sign detection [9,10], etc. [11-13].

The output of this study is a dataset for each observed road segment. The main da-
taset consists of several road criteria, such as days, times, weather conditions, and traffic
conditions. Other information gathered along with this dataset collection is the calculation
of the vehicle’s velocity. The traffic dataset is used as training data to predict its future
condition using any machine learning method; meanwhile, the average vehicle speed will
work as subsidiary information in calculating the whole road condition [14].

This paper is organized as follows. The literature review discusses research which is
related to the study in Section 2. The proposed concepts of the collection of traffic condi-
tions is discussed in Section 3, followed by a discussion of the experimental result in Sec-
tion 4. Finally, in Section 5, a conclusion is presented along with the results of the dataset
collection based on heterogeneous traffic conditions.

2. Literature Review
2.1. Degree of Saturation
2.1.1. Traffic Flow

Traffic condition in Indonesia is regulated based on the Indonesian Highway Capac-
ity Manual called “Manual Kapasitas Jalan Indonesia” (MKJI). In order to measure the
level of traffic conditions, the degree of saturation (DS) must be defined first as its refer-
ence value. The value of DS is the comparison result of traffic flow and the observed road
capacity [15], as shown in Equation (1).

DS == (1)

The value of Q describes the traffic flow which is commonly measured in an hourly
time span. Meanwhile, C represents the observed road segment capacity. Since the traffic
flow in Indonesia is categorized as heterogeneous, the variances of vehicles on the road
must be converted by calculating their number with the equivalency number, as shown
in Table 1 [16-18].
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Table 1. Vehicle type equivalency number.

Vehicle Type Equivalency
Car (LV) 1
Motorcycle (MC) 0.2
Bus & Truck (HV) 1.3

By finding the equivalent number of each vehicle, the traffic flow is determined. In
this step, the traffic flow is converted from heterogeneous to homogeneous. The result of
this step could be used to define the specific capacity of an observed road. Overall, Equa-
tion (2) is used to convert the traffic flow.

Q= (1.0 x LV) + (0.2 x MC)+ (1.3 x HV) 2)

2.1.2. Road Capacity

As mentioned, the traffic condition is measured based on a comparison between the
hourly traffic flow and the capacity of the vehicle on a road segment. When calculating
the capacity of a road segment, this could be achieved by measuring the saturated traffic
flow and the cycle of traffic lights.

Before calculating the saturated traffic flow, the base saturation must be defined first.
According to the MK]I, the basis of traffic flow in Indonesia can be determined by using
Equation (3). However, based on the real traffic condition, this equation is no longer ap-
propriate [19]. According to Munawar, the constant value in the equation must be rear-
ranged as shown in Equation (4) [20] so that it can describe the real base saturation of the
observed road.

S, = 600 X RoadWidth ©)

S, = 780 x RoadWidth 4)

The value of the base saturation is used to calculate the value of the saturated traffic
flow on an observed road segment. It is determined by collating several factors that affect
the traffic flow, such as city size, side fraction, road slope, right and left turn, etc. [21].
Equation (5) is used to measure the saturated traffic flow based on the base saturation
value and other factors [22,23].

S = 8§y XFpeg X Fop X Fg X Fp X Fpp X Fip (5)

Table 2 shows an example of defining a city size factor. Its value is determined based
on the number of citizens in the observed city. As seen in the table, its value will become
greater if there is an increment in the number of citizens.

Table 2. City size factor for saturated flow calculation.

Number of Citizens (Millions) City Size Factor
>3.0 1.05
1.0-3.0 1
0.5-1.0 0.94
0.1-0.5 0.83
<0.1 0.82

Other factors also directly affect the saturated traffic flow; for example, the side frac-
tion can make a distraction for the vehicles passing on the road. The parking area which
commonly appears on the road also has an effect on the traffic flow. Generally, each factor
has a direct impact on the calculation of the saturated traffic flow.
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The other parameter that can be used to determine road capacity is the traffic light
cycle. It commonly appears in intersections, which is also the best location for observing
the road when using public CCTV systems. The location of public CCTV in Bandung is
dominated by intersections, yet there are also several CCTV systems that observe road
segment directly.

While there is an impact on the calculation depending on the road capacity for each
location, the CCTV systems at the intersection have a greater impact. Its cycles could de-
termine the road capacity along with the saturated traffic flow that was previously ex-
plained. As shown in Equation (6), the capacity of the road is affected by the saturated
traffic flow, the time of green light (g), and the traffic light cycle (c) (red-to-red light cycle
time). Meanwhile, whenever the CCTV systems are not located in an intersection, their
cycles can be defined as 1.

C=5x (6)

Equation (7) shows the determination of the saturation degree, which is obtained by
substituting Equation (1) with Equation (6). This equation could be used to define the sat-
uration degree, either in an intersection or in the middle of the road.

_ Q Xc
S = Sxg )

g
c

2.1.3. Degree of Saturation Based on Road Infrastructure

The previous method is only applied when the value of saturation and other factors
are clearly defined, such as the numbers of each vehicle, road width, etc. On the other
hand, the degree of saturation also can be calculated by using the rule from the MK]JI. As
shown in Figure 1, the relationship between vehicle speed and the saturation degree is

defined. This relationship only applies to the undivided two-lane and two-way roads
(2/2UD) [16].

Vehicle Speed and Degree of Saturation
80

70 —

«
o
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Vehicle Speed (Kph)
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»
(=]

°

o

0 0.1 0.2 03 04 0.5 0.6 0.7 08 09 1
Degree of Saturation (DS)

Figure 1. The rule of vehicle speed and saturation degree.

According to Nasution et al., the relationship between the velocity of a vehicle and
its density is inversed [24]. This means that, whenever the velocity starts to decline, the
value of density increases immediately. As mentioned before, regarding the two-lane and
two-way roads, the relationship between these two parameters is linear (solid-colored
lines) until the density reached 80%. Its relationship changes when the density is greater
than 80% (dotted lines). Based on Figure 1, this relationship can be formulated as a line
equation for various velocities (30, 40, 50, 60, and 70 km/h). Table 3 shows the equation
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for each speed of the vehicle, which is shown in Figure 1. It is only valid for density that
is less than 80%.

Table 3. Line equation according to vehicle speed and saturation degree.

Vehicle Speed (KpH) Line Equation
30 y= —10x + 30
40 y= —13.33x + 40
50 y= —16471x + 50
60 y= —20x + 60
70 y= —23529% + 70

According to several line equations shown in Table 3, there is a general equation that
can be used for any vehicle’s speed, which is shown in Equation (8). Sy is the free flow
speed on the roads, y is the current speed detected on the road, and x is the value of
density in a specific vehicle’s speed.

y = (—%sfx) + 5 ®)

If y is equal to current speed (S) and x is equal to density (DS), the previous equa-
tion is changed, as shown in Equation (9). Meanwhile, by converting this equation, the
level of density can be determined using Equation (10) [25,26].

S = (—%Sst) + S ©)
DS = 3 (1 —£> (10)
Sr

There is a categorization based on the value of density in order to define the traffic
condition. In general, there are six categories (A to F) used to define its condition. In this
paper, we divided the traffic condition into four categories, namely, “Freeflow” (0), “Me-
dium” (1), “Heavy” (2), and “Very Heavy” (3). This simplification in the category is per-
formed to reduce the data distribution so that it can later enhance the performance when
itis used as a dataset in a traffic prediction system. The categorization of traffic conditions
(TC) is defined using Equation (11).

(Freeflow Traffic (0), DS < 0.25
TC = { Medium Traffic (1), 0.25 < DS < 0.5 (1)
Heavy Traf fic (2), 0.5 < DS < 0.75
Very Heavy Traf fic (3), DS = 0.75

2.2. Video Analysis with Object Detection

Video analysis is a computer vision method that allows the computer to calculate the
situation. In our analysis, a video was commonly divided into several frames. For each
frame, there was a process to detect the objects which was able to classify the objects that
appeared in the frame. There were 91 common objects stored in a dataset by Microsoft,
called Common Objects in Context (COCO) [27].

Object detection is commonly applied in order to recognize objects using a camera.
This method can detect pedestrians on the street [28-30], recognize faces to prevent bur-
glary or access to a special room [31,32], detect texts [33], etc. [34]. There are lots of meth-
ods that can be applied to detect objects, namely the Histogram of Oriented Gradients
(HOGs) [35], RetinaNet [36], Region-based Convolutional Neural Networks (R-CNNs)
[37], Single Shot Detection (SSD) [38], YOLO [39,40], etc.

Of these methods, the most famous one was proposed by Redmon, called YOLO [3].
This is a very popular method because it can detect objects faster than other YOLO
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versions [41]. On the other hand, it still has almost similar performances (average preci-
sion) compared to the others [42]. Several researchers have also tried to modify this
method in order to adapt to small devices such as Raspberry or Jetson [32,43,44].

This paper implements YOLOvV3 to detect objects. The previous version of this
method (YOLOV1) has two layers that are fully connected and 24 convolutional layers [3].
Meanwhile, in YOLOV?2, the fully connected layers are removed. In addition, the anchor
boxes which are used to predict the object’'s bounding boxes are introduced [45]. In
YOLOVS, there is a residual structure that is used to enhance the depth of the network
layer [39]. Based on this enhancement, YOLOv3 achieves a breakthrough in its perfor-
mance. YOLOV3 is the last version of Redmon’s original algorithm; meanwhile, the newer
version is not developed by Redmon. The newer YOLO version has various goals, accord-
ing to the developers.

The implementation of object detection in transportation areas (especially on a road-
way) can be applied by using a public or private camera. A public camera refers to any
CCTV systems that monitor the situation of an area. By using this type of camera, macro-
scopic traffic information can be collected [46,47]. Meanwhile, the private one refers to any
capturing device that is applied only for a specified driver, such as an in-car dashcam,
smartphone, etc. Since it refers to personal information, it delivers microscopic infor-
mation [48-50].

Both cameras collect a large amount of images or video. Based on its collection, and
after the preprocessing and feature extraction had begun, the objects that appeared on the
image or video could be recognized. The output of this process can be used as an input in
the next step, such as for vehicle counting, to estimate the crowd [51-54], to detect a vehi-
cle’s license number to prevent traffic violations [55,56], for traffic light detection for man-
aging the traffic [57], and for road-type detection for driving convenience [58], etc.

3. Proposed Framework

The dataset was collected to predict the current traffic condition. The framework pro-
posed in this paper collected several road criteria which determined the road situation,
such as days, rush hour, weather, and the density itself. Figure 2 shows the process of the
dataset collection framework proposed in this paper.

List of Road
Section

Live Stream TomTom Digital
CCTvV Map
Object Detection ?
Degree of
N Saturation
-~ Weather . -
Finish? ><@< Information Ar Traffic Condition

Traffic
Dataset

Figure 2. The proposed traffic dataset collection framework.
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In the beginning, the system assessed the CCTV’s coverage of the road sections that
are listed. When an area was covered by CCTV, object detection and vehicle tracking were
performed on the CCTV’s stream to calculate the traffic condition. On the other hand, the
traffic condition on the road which was not covered by CCTV was collected and deter-
mined using TomTom Digital Map. Whenever the saturation degree and traffic condition
were defined, the system collected the current weather condition based on OpenWeather.
This section describes each collection method that was used in this paper.

3.1. Dataset Collection Using Object Detection in CCTV

The traffic condition dataset was obtained by examining the road situation using a
computer vision method, namely, object detection and object tracking. Based on the video
or image from CCTV, a computer can recognize the objects that appear in the image frame.
Each CCTV location can deliver its condition by using different compositions since the
angle of the CCTV will be placed in a different position. As shown in Figure 3, there is a
sample image from a CCTV on the observed road. Two vehicles pass an intersection;
meanwhile, there is a queue on the road segments, and there are also several vehicles that
are parked on the lot.

O\
CIHAPIT

Figure 3. Sample Frame of CCTV Stream.

CCTV streams are opened and read by the OpenCV module, and every detected ob-
ject in each road segment is counted and stored in the database. This module allows the
system to calculate the objects which are limited to the common object in context (COCO)
[27]. The objects the system attempted to recognize are restricted to several types of vehi-
cles, such as cars, motorcycles, trucks, and buses.

3.1.1. Vehicle Counting

The process of detecting objects based on the CCTV’s streams was conducted in 5 s
with 25 frames per second (fps) as its framerate. The total frame stored in the database is
+125 frames. To save computer resources (CPU, RAM, etc.) and computational time, object
detection was performed every five frames.

Figure 4 shows an illustration of the detection process that occurred in the proposed
framework. Vehicle detection determines its numbers on the road every five frames. By
using this concept, an average number of vehicles in 5 s of CCTV streams is obtained.
Every object detected in the system was allocated a bounding box that shows the detected
object boundary.
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Frame 1 = Frame 5
detection detection
v v
Detection Detection
Result Result

v

Frame ...

| detection

'

Detection
Result

Frame n

detection

v

Detection
Result

Figure 4. The process of vehicle counting.

Apparently, without any further modification of the detecting objects, errors can oc-
cur in counting of the vehicles. This is because a vehicle that parks in the CCTV coverage
zone is counted as a vehicle that passed on the observed road, as shown in Figure 5. There-
fore, a method that excludes parking vehicles is required to obtain the real traffic flow.

‘: imas Perhubungan .
1 Kota Bandung :

Figure 5. Detection result on the frame of CCTV stream.

In response to this problem, we made a slight modification in the object detection
method. We modified the previous method by comparing objects between two adjacent
frames. Figure 6 shows the object comparison between two frames (e.g., frame 1 and frame
5). If there is a movement between these frames, the number of vehicles is added by its
detection result. However, if the position of objects is almost similar between the two
frames, it will be excluded from the calculation.

Frame 1 » Frame5 — | Frame... | —— | Framen
detection
v v ¥ ¥
object
Detection | comparison | Detection .| Detection .| Detection
Result Result Result Result

Figure 6. Object comparison between two adjacent frames.

The comparison between the two frames was conducted from the very beginning of
the process until it is finished. By using this concept, the position of detected vehicles in
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the frame n + 5 could be compared with the next frame (n + 10). This also applies for
vehicles that are newly detected in the middle of the detection process. In the end, it de-
livers the number of vehicles that pass the observed road.

We divided the vehicle’s direction by tracking its movement. Movement detection
also uses a similar concept to the previous method. By comparing two adjacent frames, its
direction is obtained. Figure 7 illustrates the tracking of the movement of a vehicle. A
vehicle is considered a moving object if it has moved between its thresholds. If an object’s
movement is under the threshold, the vehicle is considered to be stopped. On the other
hand, if the distance is above its threshold, it is considered a new vehicle that is barely
recognized by the system.

Frame 1 Frame 5

movement |

vehicle

-------- wehicle

Figure 7. Vehicle’s movement detection.
The position of the detected vehicle is shown in cartesian, which has the value of x
and y. As seen in Figure 8, in frame n + 5, the position has a greater value of x and y

than the previous frame (n).

s = b S

frame n

N frame n+5

> L. \‘

€ ———— -y —————

Figure 8. The vehicle movement measurement.

As aforementioned, the movement of a vehicle is tracked based on the centroid of the
detected object boundary (object’s bounding box, as shown in Figure 5). Its movement is
defined based on the position in the next frame. To understand a vehicle’s movements,
the slope (gradient) between the centroids is calculated using Equation (12).

m = Y2—h (12)
X2 — X1

The result of the gradient measurement delivers different vehicle movements as
shown in Table 4. There are several schemes of CCTV direction, such as those that are
perpendicular, parallel, and diagonal (left and right) with the road. The gradient value
determines which lane a vehicle passed.



Big Data Cogn. Comput. 2023, 7, 40

10 of 29

For CCTV which has a parallel position with the road, its gradient value is 0 (m = 0),
therefore the vehicle movement is defined based on the change of x. Whenever it has a
positive value (+), its moves from the left side to the right side of the CCTV observation
area, and vice versa. Meanwhile, when the position of CCTV is perpendicular to the road,
the value of the gradient is set as o (m = o). The movement of a vehicle is defined by
the change of value y.

In reality, CCTV positions perpendicular and parallel are rarely found. Most CCTV
systems are placed at the edge of an intersection. The vehicles move diagonally either left
or right. Based on this situation, the gradient value is either more than 0 or less than 0. If
the gradient is greater than 0 (m > 0), it means that the increment in both the x and y
values illustrates the movement from the left side to the right side of the CCTV’s point of
view. On the other hand, when the gradient is less than 0 (m < 0), the value of x and y
cannot increase at the same time. If the x is increased, then the value of y must be de-
creased. Overall, in this kind of CCTV position, the side of the road is determined, as
shown in Table 4.

Table 4. The calculation of vehicle direction based on movement gradient.

Gradient Value CCTV Point of View A4X ay Vehicle Movement Direction

0 + Right side
m=e 0 - Left side
m=0 —- + 0 Right side

- e - 0 Left side
- — Left side
m> 0 + + Right side
\ - - Left side
-~ + + Right side
- + Right side
+ - Left side
m <0
/ — + Right side
A/ + - Left side

By separating the movements, the number of vehicles can be determined for each
roadside. This number is used to define the saturation degree and the traffic condition.
Later, the methods of vehicle movement tracking can also be used to calculate the speed
of the vehicle.

3.1.2. The Calculation of Vehicle Speed

As mentioned in the previous section, the vehicle speed calculation method is similar
to the vehicle tracking movement method, which compared the centroid between two ad-
jacent frames. At first, the distance (pixels) is measured using Euclidian Distance by using
the coordinates between two frames, (x;, y;) and (x;, ¥,). The x; and y; values of an
object come from the centroid in the first frame; meanwhile, x, and y, are the coordi-
nates of the object in the next frame.

Distance(px) = /(xz — x1)? + (y2 — y1)? (13)

Equation (13) is used to determine the movement distance of an object between two
frames. There must be an adjustment in the distance value since the outcome of the
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equation is in pixels. Moreover, there must be a conversion from pixels into meters. Table
5 shows the common vehicle length that appears in Indonesia.

Table 5. Common vehicle length in Indonesia.

Vehicle Type Vehicle Length (Meters)
Car 4.5
Motorcycle 2.2
Bus 12.5
Truck 12.19

To convert the movement distance (from pixels to meters), the vehicle length (in pix-
els and meters) and its movement distance (in pixels) are required. The length of the ve-
hicle (in pixels) is measured based on its bounding box size and is calculated according to
the vehicle’s movement direction, as illustrated in Figure 9. The blue-dashed line in the
figure is the length of the vehicle, which is obtained from its movement projection. When
these values are gathered, the conversion of the distance is began using Equation (14).

Frame 5

movement
+ direction

~. wehicla's
"« langth

n

£

wehicle

Figure 9. The vehicle speed measurement.

Dist (m) = Vehicle Length (m) « Dist () 14
istance(m) = 7= Length (px) istance (px (14)

The vehicle speed (m/s) is defined based on its movement distance (m), the framerate
of the CCTV, and the timespan (s). In this paper, the stream duration is around 5 s and
consists of 25 frames for each second. Based on this situation, five frames represent the
road situation in each second, which means that every two adjacent frames represent 0.2
s for its period. Equation (15) is used to calculate the vehicle speed in the observed area
using public CCTV.

Distance (m) FPS
Time (s) frame sampling

VehicleSpeed (m/s) = (15)

The speed calculation is performed for every detected vehicle that appeared in two
adjacent frames. In the end, there are several average speeds calculated from each vehicle
type detected during the measurement.

3.2. Dataset Collection Using TomTom Digital Maps

The TomTom digital maps application is commonly used on smartphones (iPhone)
or in-vehicle navigation systems. There are several road criteria provided by TomTom,
such as vehicle speed and time travel for current conditions and when there is no vehicle
on the road (freeflow), etc.
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These criteria can be collected by using the coordinates (latitude and longitude) of
the road. The proposed framework sends a request to TomTom’s server, and obtains re-
sponses related to the road criteria, as mentioned above. Figure 10 shows the response
from TomTom’s server.

v flowSegmentData:

frc: “FRC2"
currentSpeed: 35
freeFlowSpeed: 35
currentTravelTime: 696
freeFlowTravelTime: 696
confidence: 0.7803937635843852
roadClosure: false
» coordinates: {-}
@version: “traffic-service-flow 1.0.006"

Figure 10. The response from TomTom Digital Maps server.

It can be seen from the figure that there is a road with criteria as follows: current
speed: 35 m/s, free flow speed: 35 m/s, current travel time: 696 s, free flow travel time: 696
s, confidence: 78%, road closure: false, and its coordinates.

3.3. Weather Information

Weather is another important road criterion that must be considered in creating a
dataset. For example, high rainfall can restrain the distance of visibility and can also make
the velocity of light and heavy vehicles decline. On the other hand, rain makes lots of
motorcycle drivers choose to stop driving because the road becomes slippery. Because of
this situation, sometimes, there are no motorcycles on the road, leaving the road empty.

The weather information was collected using OpenWeather, which delivers its real-
time condition. The process of gathering weather information is similar when collecting
information on the road using TomTom digital maps, which is illustrated in Figure 11.
There is a request for a specific location based on its coordinates.

Weather R Server Weather, Temperature,
Information ™ Resoonses - Humidity, et
Request P umidity, etc

Figure 11. The process of weather information collection.

3.4. The Compilation of Traffic Dataset

The collected data are processed to determine the saturation degree and the category
of traffic conditions. The criteria collected in this paper are days, rush hour, weather con-
ditions, the number of vehicles, vehicle speed, and traffic conditions.

As mentioned in the previous section, the process of data compilation using CCTV
and TomTom is different. Traffic condition based on CCTV is calculated based on the
number of vehicles that pass during the observation time. Meanwhile, the other is calcu-
lated based on the line equation according to the Indonesian Highway Capacity Manual
(MK]I). Figure 12 shows the process of dataset compilation using public CCTV.
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Figure 12. Traffic Dataset Compilation using Public CCTVs.

In this study, the observation area is in Bandung, Indonesia. According to the Indo-
nesian Bureau of Statistics, in 2019, the number of citizens in Bandung was 2.5 million [59].
This value meant that the city size factor in the saturated degree was set as 1. The other
factor that is defined in calculating the saturated traffic flow is the side fraction, which
was set at 0.94. This indicates that the observed roads are categorized as medium roads
and that they also have a lower ratio of nonmotorized vehicles on the roads. Meanwhile,
the remaining factors are set to 1; moreover, since the road is categorized as a non-inclined
road, it is also forbidden to park any vehicle on the side of the road, and we assumed that
there was no interruption in the left or right turn in the intersection.

Based on these considerations, Equation (5) was reconstructed using the value of the
road factors that were previously defined. Equation (16) determined the saturated degree
on each road segment. Each road segment has a different traffic flow saturation (S,) based
on its width.

S =S, x0.94 (16)

Before determining the level of traffic conditions, the degree of saturation must be
defined. Along with the value of saturated traffic flow, the number of vehicles, traffic light
cycles, and green time are used to determine the saturation degree. The number of vehi-
cles used in this calculation must be processed to generalize its number (from heteroge-
neous to homogeneous). The time of traffic light cycles and green lights is manually ob-
served. By calculating these values using Equation (7), the measurement of saturation de-
gree using public CCTV is determined.

On the other hand, the measurement of the saturation degree using TomTom digital
maps is simpler than the calculation of the saturation degree using public CCTV, as it only
requires the free flow and current speed on a road segment. By inserting these values into
Equation (10), the degree of saturation using TomTom digital maps is specified.

Both saturation degree calculations are used to define the category of traffic condi-
tions. Later, along with other criteria, the level of traffic condition is stored in the traffic
dataset for each road segment.
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4. Experimental Results
4.1. Traffic Condition Dataset Collection

As previously mentioned at the beginning of this paper, the dataset collection is con-
ducted on several road segments in JI. R.E. Martadinata, Bandung, Indonesia. As shown
in Figure 13, the observation area includes 89 intersections (red circles) that connect 265
road segments. The green-line roads can accommodate every kind of vehicle, while the
roads with the black-dashed lines are specified for motorcycles.

Figure 13. Observation area.

Table 6 shows the roads covered by public CCTV. Whenever there is CCTV coverage
on the roads, the level of traffic condition is measured based on its streams. Meanwhile,
for the other roads where there is no CCTV coverage, traffic condition is calculated using
TomTom digital maps.

Table 6. Several covered roads using CCTV.

No Observed Area Type CCTV No Observed Area Type CCTV
1 Merdeka-Aceh Intersection PTZ 6 Cihapit Intersection PTZ
2 Aceh Intersection PTZ 7 Anggrek Road Segment Static
3 Trunojoyo Intersection PTZ 8  Pramuka—Cihapit Road Segment Static
4 Trunojoyo Road Segment PTZ 9 Telkom Intersection Static
5 Lombok Intersection PTZ 10 Banda Intersection Static

Regarding the roads that were covered by CCTV, a validation was obtained for the
selected intersections. We tried to compare the calculation of traffic conditions using
CCTV with their real condition. The Pramuka—Cihapit and Trunojoyo road segments and
The Merdeka-Aceh intersection were chosen to validate our proposed framework.
Pramuka—Cihapit is the chosen road segment which is located on the main road of J1. R.E.
Martadinata. There are no traffic lights in this area, therefore the green time and traffic
light cycle are set as 1. The CCTV in Trunojoyo is placed near an intersection that has a
famous supermarket and hospital, therefore this area is categorized as a crowded area. At
the last CCTV location, the Merdeka-Aceh intersection is a one-way road. The CCTV in
this intersection is a Pan-Tilt-Zoom (PTZ) CCTV, therefore the operator of this kind of
CCTV is able to change its point of view. Near this intersection, there is an attractive place
(a mall); however, since it has a one-way route, the mall does not affect the traffic condi-
tion.
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As a validation method, we calculated the performance of the vehicle counting sys-
tem and its speed by comparing it to the actual condition. The actual condition was ac-
quired through a manual observation of the number of vehicles and their speed. The mean
absolute error (MAE) was the method used to validate our results. This validation method
was only applied for observations based on public CCTV.

4.1.1. Validation of Traffic Condition Based on CCTV

The validation was conducted at least 30 times for every selected CCTV system. As
mentioned before, this validation calculates the error using the mean absolute error (MAE)
between the proposed framework and the actual result. The MAE is measured using
Equation (17). g; is the result from our framework and g; is the actual condition that
appeared in the CCTV. In the end, the average absolute error rate was determined [60].

k
1 . ’
MAE(g,9) =7 ) 191 gil a7
=1

Pramuka—Cihapit Road Segment

As mentioned in the previous section, this CCTV system was placed in a road seg-
ment, which makes the point of the CCTV system’s view always parallel with the lane.
This road is divided into two lanes, namely, vertical left (VL), where vehicles are leaving
the CCTV, and vertical right (VR), which has a similar meaning to the movement of a
vehicle coming to the CCTV. To determine the performance in this road segment, we com-
pared the result 30 times at different times. Table 7 shows a comparison of the number of
vehicles between our proposed framework and its actual value.

Table 7. Comparison between Detection and Actual Result on Pramuka—Cihapit Road Segment.

Detection Actual
Car Motorcycle Bus Truck Car Motorcycle Bus Truck
VL VR VL VR VL VR VL VR VL VR VL VR VL VR VL VR
2 2 4 1 0 0 0 0 2 6 7 6 0 0 0 0
1 1 0 1 0 0 0 0 1 2 2 2 0 0 0 0
5 0 2 1 1 0 0 0 9 0 1 7 0 0 0 0
4 0 2 0 0 0 0 0 5 3 8 1 0 0 0 0
1 3 2 2 0 1 0 0 2 4 3 11 1 0 0 0
2 5 0 1 0 0 0 0 4 7 1 2 0 0 0 0
2 1 0 0 0 0 0 0 4 1 0 0 0 0 0 0
2 1 0 1 1 0 0 0 3 4 0 5 1 0 0 0
5 0 1 1 0 0 0 0 6 2 3 2 0 0 0 0
3 2 1 1 0 0 0 0 5 7 1 2 0 0 0 0
4 0 1 4 0 0 0 0 7 0 4 8 0 0 0 0
5 5 2 2 0 0 0 0 6 8 2 8 0 0 0 0
5 2 5 1 0 0 0 0 3 2 10 1 0 0 0 0
3 0 3 0 0 0 0 0 3 1 4 0 0 0 0 0
0 2 2 1 0 0 0 0 0 6 2 6 0 0 0 0
1 2 1 2 0 0 0 0 2 4 3 4 0 0 0 0
2 1 0 0 0 0 0 0 4 1 1 6 0 0 0 0
1 2 0 0 0 0 0 0 3 4 1 2 0 0 0 0
1 0 1 0 0 0 0 0 2 1 5 0 0 0 0 0
7 0 0 0 0 0 0 0 8 0 0 0 0 0 0 0
3 1 6 1 1 0 0 0 0 3 1 7 1 0 0 0
5 0 0 0 0 0 0 0 5 3 0 1 0 0 0 0
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According to the experimental result, the calculation of the error rate was performed
by separating the number of vehicles based on the lanes and their type. Table 8 shows the
value of error based on the lanes and the vehicle type. Meanwhile, Figure 14 shows the
average value of error in calculating the vehicles on this road segment.

Table 8. Error rate in vehicle counting on Pramuka—Cihapit road segment.

Testing Car Motorcycle Bus Truck
VL VR VL VR VL VR VL VR
1 0 4 3 5 0 0 0 0
2 0 1 2 1 0 0 0 0
3 4 0 1 6 0 0 1 0
4 1 3 6 1 0 0 0 0
5 1 1 1 9 0 0 1 1
6 2 2 1 1 0 0 0 0
7 2 0 0 0 0 0 0 0
8 1 3 0 4 0 0 0 0
9 1 2 2 1 0 0 0 0
10 2 5 0 1 0 0 0 0
11 3 0 3 4 0 0 0 0
12 1 3 0 6 0 0 0 0
13 2 0 5 0 0 0 0 0
14 0 1 1 0 0 0 0 0
15 0 4 0 5 0 0 0 0
16 1 2 2 2 0 0 0 0
17 2 0 1 6 0 0 0 0
18 2 2 1 2 0 0 0 0
19 1 1 4 0 0 0 0 0
20 1 0 0 0 0 0 0 0
21 3 2 1 0 0 0 0 0
22 0 3 0 1 0 0 0 0
23 0 0 0 0 0 0 0 0
24 1 1 1 1 0 0 0 0
25 3 2 3 0 0 0 1 0
26 3 1 2 0 0 0 0 0
27 3 1 2 0 0 0 0 0
28 0 1 2 0 0 0 0 0
29 1 2 3 2 0 0 0 0
30 0 1 5 7 0 0 0 0
Average 2 2 2 2 0 0 1 1
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Figure 14. Average error value for vehicle counting on Pramuka-Cihapit road segment.

The average errors on the Pramuka—Cihapit road segment included two cars, two
motorcycles, and one truck for both lanes. Meanwhile, there were no buses when the
measurement was conducted. The error is caused by several reasons, such as: (1) the
CCTV’sresolution is too low and incorrectly detected the vehicle; (2) the vehicles are mov-
ing too fast; (3) there was a misclassification when detecting the type of vehicles since
there are vehicles that have similar characteristics with other vehicles (e.g., small buses
are considered as big buses).

Table 9 and Figure 15 show the result of vehicle speed calculation. The actual value
is obtained using manual calculation based on the vehicle movement between two adja-
cent frames. Its velocity (km/h) is measured using the movement value (in pixels) in a
specific time span (s). The average vehicle speed on the road is generalized from several
types of vehicles by using the equivalency method, as explained in Equation (2). On the
left and right sides of the road, it reached 3.308 and 11.088 km/h—the differences in de-
tection and actual vehicle speed, respectively.

Table 9. Absolute error (km/h) for vehicle speed calculation on Pramuka—Cihapit road segment.

Left-Side of The Road (VL) Right-Side of The Road (VR)
No Detection Actual Absolute  Detection Actual Absolute
Speed Speed Error Speed Speed Error
1 21.16 25.89 4.73 9.9 17.06 7.16
2 21.34 14.18 7.16 26.76 20.43 6.33
3 4.65 6.89 2.24 0 0 0
4 0 0 0 10.4 20.22 9.82
5 7.33 492 241 11.41 43.54 32.13

Average 3.308 11.088
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Figure 15. Error rate of vehicle speed calculation on Pramuka-Cihapit road segment.

Vehicle's Speed Error (Detection vs Actual)
Pramuka-Cihapit Road Segment

— Left-Side of Road (VL) ——Right-Side of Road (VR)

Trunojoyo Road Segment

The location of CCTV in the Trunojoyo road segment is placed around 350 m from
an intersection, in front of a hospital and near a supermarket. During the observation, it
is common that the drivers on this road segment drive their vehicles at high speed to avoid
the traffic light. Not only are vehicles passing the road at high speed, but also the CCTV
resolution in this location is no better than at the Pramuka—Cihapit road segment. This
condition makes the measurement result worse than the previous location. Table 10 shows
the result of the number of vehicles calculated on the Trunojoyo road segment.

Table 10. Comparison between detection and actual result on Trunojoyo road segment.

Detection Actual
Car Motorcycle Bus Truck Car Motorcycle Bus Truck
VL VR VL VR VL VR VL VR VL VR VL VR VL VR VL VR
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0 0 1 4 2 1 0 0
1 0 4 1 0 5 0 0
0 0 0 4 1 1 0 0
0 0 5 4 2 2 0 0
1 0 6 0 2 2 0 0
0 0 6 4 1 1 0 0
0 1 1 0 4 1 0 0
0 0 4 2 4 6 0 0
0 0 1 3 16 5 0 0
0 0 4 1 3 6 0 0
0 0 3 5 2 3 0 0
0 0 1 2 6 3 0 0
0 0 6 3 4 2 0 0
0 0 3 5 0 7 0 0
0 0 2 4 7 4 0 0
0 0 7 3 3 2 0 0
0 0 4 5 5 0 0 0
0 0 3 3 2 4 0 0
0 0 1 4 14 0 0 0
0 0 2 6 3 3 0 0
0 0 9 3 2 4 0 0
1 0 8 4 2 1 0 0
1 2 1 3 0 1 0 0
1 0 4 1 1 6 0 0
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The value of average error in this area is slightly higher than in the previous road
segment. Figure 16 shows the comparison value for each lane based on the vehicle types.
As shown in Table 11, on both lanes, the number of cars and trucks have similar values to
the measurement on Pramuka—Cihapit road segment. However, the average number of
differences between motorcycles and buses is three and one for both lanes. The character-
istics of this road are almost similar to the previous road segment, which has a low inten-
sity of heavy vehicles on the road.

Table 11. Error rate in vehicle counting on Trunojoyo road segment.

. Car Motorcycle Bus Truck
Testing
VL VR VL VR VL VR VL VR
1 1 1 1 0 0 0 0 0
2 0 1 0 4 0 0 1 0
3 0 3 1 1 0 0 0 0
4 2 3 0 2 0 0 0 0
5 3 0 1 1 0 0 1 0
6 2 2 0 0 0 0 0 0
7 1 1 0 0 0 0 1 1
8 2 2 2 5 0 0 0 0
9 1 3 11 5 0 0 0 0
10 3 0 1 5 0 0 0 0
11 2 2 2 3 0 0 0 0
12 0 1 3 3 0 0 0 0
13 2 2 3 0 0 0 1 0
14 1 3 0 6 0 0 0 0
15 1 1 4 4 0 0 0 0
16 1 0 3 1 0 0 0 0
17 2 3 5 0 0 1 1 0
18 1 0 1 3 0 0 0 0
19 0 1 11 0 0 0 0 0
20 1 1 2 3 0 0 0 0
21 2 2 1 4 1 0 0 0
22 3 3 2 0 0 0 1 0
23 1 3 0 1 0 0 0 2
24 3 0 1 5 0 0 0 0
25 1 1 3 1 0 0 0 0
26 1 1 0 3 0 0 0 0
27 1 1 0 4 0 0 0 0
28 4 1 2 5 0 0 1 0
29 1 0 1 0 0 0 0 0
30 1 0 1 1 0 0 0 0
Average 2 2 3 3 1 1 1 1
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Figure 16. Average error value for vehicle counting on Trunojoyo road segment.

Based on the observation in the CCTYV, the object detected on the left side is relatively
clear since it is moving slowly. Meanwhile, on the right side, a lot of vehicles are moving
too fast, meaning that the vehicle speed measurement has a greater error rate than in the
other lane. As shown in Table 12 and Figure 17, the differences in vehicle speed on the left
and right sides are 2.316 and 22.222 km/h, respectively.

Table 12. Error rate (km/h) for vehicle speed calculation on Trunojoyo road segment.

Left-Side of The Road (VL) Right-Side of the Road (VR)
No Detection Actual Absolute  Detection Actual Absolute
Speed Speed Error Speed Speed Error
1 21.29 22.78 1.49 0 0 0
2 17.64 19.12 1.48 50 37.7 12.3
3 21.23 20.49 0.74 9.64 38.23 28.59
4 12.19 17.17 4.98 4.28 53.42 49.14
5 17.93 20.82 2.89 10.21 31.29 21.08
Average 2.316 22.222

Vehicle's Speed Error (Detection vs Actual)
Trunojoyo Road Segment
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Figure 17. Error rate of vehicle speed calculation on Trunojoyo road segment.
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Merdeka-Aceh Intersection

The CCTV on the Merdeka-Aceh intersection is easily moved by the operator since it
is a PTZ (Pan-Tilt-Zoom) CCTV system. However, overall, it mostly observed the condi-
tion of the Merdeka Road Segment. This road follows a one-way direction to its intersec-
tion. Table 13 shows the vehicle measurement results on this road.

Table 13. Comparison between detection and actual result on Merdeka-Aceh Intersection.

Detection Actual
Car Motorcycle Bus Truck Car  Motorcycle Bus Truck
26 0 1 2 23 18 0 0
8 2 1 2 7 34 0 0
5 0 0 0 6 16 0 0
5 0 0 0 8 8 0 0
25 3 1 1 21 27 0 0
5 3 0 1 13 15 0 0
16 2 0 0 21 12 0 0
3 5 0 0 26 15 0 0
4 4 0 0 10 16 0 0
13 3 0 0 23 17 0 0
10 6 1 1 16 8 1 0
6 1 0 2 17 4 0 0
5 2 0 0 5 10 0 0
5 4 2 0 15 10 0 0
5 9 0 0 6 13 0 0
26 5 0 3 23 17 0 0
5 7 0 2 12 18 0 0
10 7 1 0 19 22 0 0
9 3 2 0 15 17 0 0
3 5 0 0 7 6 0 0
0 5 0 0 7 10 0 0
4 4 0 0 5 11 0 0
6 13 0 0 8 19 0 0
6 4 0 2 7 12 0 0
23 5 1 0 22 18 0 1
5 2 0 0 10 7 0 0
11 5 0 0 14 9 0 0
15 4 1 2 20 17 0 1
7 7 1 2 14 18 0 0
13 1 4 2 19 20 0 0

There are several obstacles from the CCTV’s point of view, such as streetlights that
appeared to be in the middle of the road and special places for motorcycles to wait until
the traffic lights turn green. These conditions make the vehicles hard to detect. Moreover,
the range of vehicles when stopped during the red light is too tight, which also makes the
vehicles harder to detect. Although the average error value in counting the number of cars
on this road is smaller than the other roads, it has the highest average error value in meas-
uring the number of motorcycles on other roads. As shown in Table 14, the error value for
counting the number of cars and motorcycles reached 6 and 11, respectively. Figure 18
shows a comparison between the average error value based on the type of vehicle.
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Table 14. Error rate in vehicle counting on Merdeka-Aceh Intersection.

Testing Car Motorcycle Bus Truck
1 3 18 1 2
2 1 32 1 2
3 1 16 0 0
4 3 8 0 0
5 4 24 1 1
6 8 12 0 1
7 5 10 0 0
8 23 10 0 0
9 6 12 0 0
10 10 14 0 0
11 6 2 0 1
12 11 3 0 2
13 0 8 0 0
14 10 6 2 0
15 1 4 0 0
16 3 12 0 3
17 7 11 0 2
18 9 15 1 0
19 6 14 2 0

20 4 1 0 0
21 7 5 0 0
22 1 7 0 0
23 2 6 0 0
24 1 8 0 2
25 1 13 1 1
26 5 5 0 0
27 3 4 0 0
28 5 13 1 1
29 7 11 1 2
30 6 19 4 2
Average 6 11 1 1

Average Error in Counting Vehicles
(Merdeka-Aceh Intersection)
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12
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Figure 18. Average error value for vehicle counting on Merdeka-Aceh.
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Since there is an attractive place near the intersection, the number of vehicles on this
road is high. This road is also a primary road in Bandung, Indonesia. On average, the error
rate in measuring the vehicle speed at the Merdeka-Aceh intersection is 15.26 km/h, as
shown in Table 15 and Figure 19.

Table 15. Absolute error (km/h) for vehicle speed calculation on Merdeka-Aceh Intersection.

Right-Side of the Road (VR)

No Detected Speed Actual Speed Absolute Error
1 13.67 21.51 7.84
2 6.64 12.71 6.07
3 20.26 30.37 10.11
4 14.1 36.17 22.07
5 16.64 46.85 30.21
Average 15.26

Vehicle's Speed Error (Detection vs Actual)

Merdeka-Aceh Intersection
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Figure 19. Average error rate of vehicle speed calculation on Merdeka-Aceh Intersection.

4.2. The Measurement of Traffic Condition Category

In the implementation, the methods in this paper were used to determine the cate-
gory of traffic conditions according to the saturation degree. This requires information
such as days, times, and weather conditions to define its condition. For the area covered
by CCTV, the width of the road is also needed to measure its base saturation. As explained
in Equation (11), the input when categorizing the traffic condition is the saturation degree.
Meanwhile, TomTom digital maps work as a subsidiary source to gather road situations
based on vehicle speed.

4.2.1. Traffic Conditions Based on CCTV

The main difference in calculating the traffic condition in an intersection and a road
segment is the traffic light cycle and its green time. In general, the green time (g) is in a
range of 40-50 s and the whole cycle (c) takes 80-120 s. These values are only applied
when the CCTV is surveilling an intersection. When it is placed on a road segment in
which there is no traffic light, the comparison between the green time and its cycles is set
to1.

Table 16 shows the result of data collection using CCTV. The number of every vehicle
type is collected, and, later, it is processed so that the number of vehicles becomes equiv-
alent. The traffic condition is stored in each road segment dataset along with the other
information collected.
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Table 16. Traffic condition measurement results based on CCTV.
) Road Traffic

Location Cars Motorcycles Buses Trucks Width g c Qhour S DS Condition
Juanda—Merdeka 12 10 0 1 14.8 70 100 5508 10,389.6 0.757 3
Trunojoyo-Merdeka 13 2 0 0 5.6 50 120 4824 39312 2945 3
Merdeka-Trunojoyo 2 1 0 0 5.6 50 120 792 39312 0.484 1
Pramuka—Cihapit 2 2 0 0 4.8 1 1 864  3369.6 0.256 1
Cihapit-Pramuka 2 0 0 0 4.8 1 1 720  3369.6 0.214 0
Trunojoyo-Merdeka 9 4 1 4 5.6 50 120 5868 3931.2 3.582 3

The time span used for observations using CCTV is 10 s. A conversion is required to
adjust the hourly traffic flow. Qp,,, is adjusted based on its observation time (Qpoyr =
Q10 sec X 360. Meanwhile, to define the value of the saturated flow, it is measured accord-
ing to its base saturation from each road and its factors. This value completes the satura-
tion degree calculation.

This process is performed periodically for several weeks to create the traffic condition
dataset for each road segment. The dataset that has already been collected can be used to
predict future traffic conditions.

4.2.2. Traffic Condition Based on TomTom Digital Maps

Table 17 shows the calculation result using the TomTom digital maps. As shown in
the table, the values of the current and free flow speed are needed to define the degree of
saturation and the traffic condition. Whenever the current speed and the free flow speed
show similar values, the degree of saturation is 0. Otherwise, the line equation is applied
to determine its degree.

Table 17. The calculation result of saturation degree and traffic condition using TomTom.

Location Traffic Information DS Traffic Condition
currentSpeed: 27

Lombok-Pramuka freeFlowSpeed: 35 0.69 2
currentSpeed: 27

Seram-Saparua freeFlowSpeed: 27 0 0

Gudang Utara-Laswi currentSpeed: 26 0.77 3

freeFlowSpeed: 35

Based on the MK]I, the maximum saturation degree that can be calculated using the
line equation is limited to 80%. Thus, if there is a saturation degree over 80%, it is equal to
very heavy traffic. This method was applied to all road segments that were observed using
TomTom digital maps.

4.3. The Collection of Weather Information

As shown in Figure 20, the whole traffic information is collected for the Pramuka-
Lombok road segment. Based on the server’s response, the weather data indicated an
“overcast cloud” at the observation time. Meanwhile, the other subsidiary data that were
collected show its temperature and humidity.

The main information used in this process is the weather data itself. The variances of
weather provided by the OpenWeather are categorized as “Thunderstorm”, “Drizzle”,
“Rain”, “Snow”, “Atmosphere”, “Clear”, and “Clouds”. Since Indonesia is a tropical
country, we chose several unused weather conditions that only occurred in Indonesia,
such as “Rain”, “Clear”, and “Clouds”. We also reduced its subcategories into nine
weather conditions, namely “clear sky”, “few clouds”, “scattered clouds”, ”broken

voou ”oou ”oou

clouds”, “overcast clouds”, “light rain”, “moderate rain”, “heavy intensity rain”, and
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“very heavy rain”. These conditions were assigned a numerical value from 1 to 9, de-
scribed from the best to the worst conditions.

====== Data : {Source : , Pramuka , Destination : Lombok }========
Traffic Condition : 2
Weather Condition : overcast clouds

Temperature : 23.56
Humidity : 88

Road Length : 819
Heterogenity : 1
Current Speed : 27
Free Flow Speed : 35

Figure 20. Road information collection.

4.4. Normalization of Traffic Condition Dataset

By the time the road information is collected, the conversion of the data structure
must be complete to make it uniform. The information of “Days” consists of one of “Mon-
day” to “Sunday”, which comes in the form of a String. This must be converted into nu-
merical values; therefore, this information was assigned a range of values from 0 to 6 for
each day (Monday to Sunday).

The information of “Times” is spread into 24 h; however, in our dataset, it is limited
to the rush hour and non-rush hour time. Therefore, the information of time in the dataset
is converted as rush hour (1) and a non-rush hour (0). This is categorized based on the
Indonesian Department of Transportation, for which the rush hours in Bandung are 7-9
a.m. and 4-7 p.m. Whenever a time is collected in the range of rush hour time, it is set as
(1) and the others are set as (0).

Weather data come in the form of a String format. We labeled it sequentially based
on the weather level; the worst weather has the greatest numerical value. All the weather
levels are clear sky (1), few clouds (2), scattered clouds (3), broken clouds (4), overcast
clouds (5), light rain (6), moderate rain (7), heavy intensity rain (8), and very heavy rain
(9). The other weather information and the traffic conditions were not converted since
they already come in numerical form.

Whenever the data were in numerical form, the normalization process was initiated.
This was performed to unify the range of the values of each piece of information. It is
performed by implementing the MinMax normalization method for each collected piece
of information, except for the traffic condition and days. The value of traffic conditions
was used as a class in predicting the traffic condition. In the end, each piece of information
had the same range (from 0 to 1). Tables 18 and 19 show the results of the dataset collected
on the “AhmadYani-Supratman” and “Menado2-GudangUtara4” road segments, respec-
tively.

Table 18. The dataset collection result for AhmadYani-Supratman road segment.

Days II_{Il;iI; Weather Temperature Humidity C(T;?ifii;fm
4 0 0.5 0.74 0.19 3
1 0 0.75 0.72 0.43 3
6 0 0.62 0.71 0.43 3
3 1 0.5 0.78 0.09 2
4 0 0.5 0.74 0.19 3
0 1 0.62 0.76 0.55 0
4 0 0.25 0.78 0.11 3
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Table 19. The dataset collection result for Menado2-GudangUtara4 road segment.
Days g‘:)il; Weather Temperature Humidity C(T::ifiilifm
2 1 0.5 0.76 0.55 0
2 1 0.25 0.76 0.55 3
1 0 0.62 0.72 0.43 2
1 0 0.75 0.72 0.43 3
6 0 0.5 0.76 0.55 2
0 0 0.5 0.73 0.35 3
4 1 0.25 0.78 0.11 0

5. Conclusions

In this paper, the traffic condition is defined by using one of the proposed methods,
namely object detection based on CCTVs stream and TomTom digital maps which only
applied to the road that has no CCTV coverage. This paper provides the method of dataset
collection for heterogeneous traffic flow located in Indonesia. This is the first dataset for
Indonesian traffic based on a real situation.

The average error rate in determining the number of vehicles is in the range of 0-2
and 2-3 vehicles for cars and motorcycles, respectively, and 0-1 vehicles for others. This
error value is caused by (1) the low resolution of the public CCTV systems, which makes
the objects blurry, (2) some obstacles interfering with the CCTV system’s view, and (3) the
misdetection of the vehicle type. The average error of the vehicle speed measurement on
the left-side of the road is in the range of 2-3 km/h. Meanwhile, for the other side, its
average error is between 11.088 and 22.222 km/h for all observed road segments. On sev-
eral roads, the vehicles are moving too fast, making the frames from the CCTV streams
blurry and making our proposed framework calculate their velocity incorrectly.

We collected the traffic information for 265 road segments in the observed area. These
datasets will be used as training data for predicting traffic conditions. Later, based on the
predicted traffic condition, vehicle speed, and other road criteria, the weight of the road
segment is calculated so that the driver can decide the best route with minimum weight
to their destination.

For future study, the implementation of the object detection method should be per-
formed with various detection algorithms so that the algorithm with the lowest value of
error can be determined. Since public CCTV systems have a bad resolution, it is hard to
implement computer vision (object detection, etc.) using this type of CCTV. The imple-
mentation of higher-resolution cameras (or private CCTV) would be much more effective.
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