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Abstract

:

Smartphone addiction has become a major problem for everyone. According to recent studies, a considerable number of children and adolescents are more attracted to smartphones and exhibit addictive behavioral indicators, which are emerging as serious social problems. The main goal of this study is to identify the determinants that influence children’s smartphone addiction and social isolation among children and adolescents in Jordan. The theoretical foundation of this study model is based on constructs adopted from the Technology Acceptance Model (TAM) (i.e., perceived ease of use and perceived usefulness), with social influence and trust adopted from the TAM extended model along with perceived enjoyment. In terms of methodology, the study uses data from 511 parents who responded via convenient sampling, and the data was collected via a survey questionnaire and used to evaluate the research model. To test the study hypotheses, the empirical validity of the research model was set up, and the data were analyzed with SPSS version 21.0 and AMOS 26 software. Structural equation modeling (SEM), confirmatory factor analysis (CFA), and machine learning (ML) methods were used to test the study hypotheses and validate the properties of the instrument items. The ML methods used are support vector machine (SMO), the bagging reduced error pruning tree (REPTree), artificial neural network (ANN), and random forest. Several major findings were indicated by the results: perceived usefulness, trust, and social influence were significant antecedent behavioral intentions to use the smartphone. Also, findings prove that behavioral intention is statistically supported to have a significant influence on smartphone addiction. Furthermore, the findings confirm that smartphone addiction positively influences social isolation among Jordanian children and adolescents. Yet, perceived ease of use and perceived enjoyment did not have a significant effect on behavioral intention to use the smartphone among Jordanian children and adolescents. The research contributes to the body of knowledge and literature by empirically examining and theorizing the implications of smartphone addiction on social isolation. Further details of the study contribution, as well as research future directions and limitations, are presented in the discussion section.
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1. Introduction


In developed and developing countries, mobile phone use has changed over the past several decades, and smartphone addiction has emerged as a serious problem in societies. Recent indicators and trends show an increased use of smartphones by children and adolescents. This increase is due to the popularity of smartphones and to the applications and features designed to attract and appeal to children [1]. Some governments have taken a cautious approach to children’s smartphone use, advising them to use these devices as little as possible [2,3,4]. According to [2,4], children and teens who have grown up with recent technologies and digital innovations depend on the internet and smartphone applications and services more than previous generations. Studies report that children and teens are the primary users of smartphones, and their daily screen time is rapidly increasing at an early age [5,6,7,8]. Smartphones have many advantages in people’s daily lives. According to [9,10], smartphones facilitate and increase employees’ productivity by providing access to email, reminders, and calendars in addition to the ability to do web searching. Also, researchers [11,12,13,14] found that smartphones improve students’ learning. Moreover, smartphones are utilized for entertainment and socializing [11,15]. O’Connor et al. [16] stated that there are several advantages related to smartphone use, such as improving academic skills, reading recognition, and enriching vocabulary and expressive language. On the other hand, there are several disadvantages associated with smartphones. O’Connor et al. [16] reported that using smartphones is associated with a substantial risk of different psychosocial, developmental, and physiological problems, such as decreased fitness, physical inactivity, and high blood pressure, in addition to the risk of metabolic syndrome. Other researchers found that smartphone use has also been associated with negative psychosocial effects such as sleeplessness and aggressive attitudes [17], as well as increased risk-taking [18]. Also, researchers [2,3,19,20] found that children’s negative developmental effects are related to the overuse of the smartphone at an early age, such as poor short-term memory, reading comprehension, and recognizing, in addition to vocabulary and language development problems. Furthermore, excessive use of such technologies may result in behavioral depression, anxiety, and addiction [4,21,22,23]. Research [3] describes smartphone addiction as “a social problem stemming from a lack of offline social networks and resulting in a decline in social engagement”; [22] defined smartphone addiction as “an emerging concept in which consumers maximize their smartphone usage in various activities and exhibit changes in behavior.” Also, [2] stated that “mobile phone addiction refers to excessive or uncontrolled, problematic use of mobile phones”, while [24] used practical measurements to measure game addiction among Korean adolescents, i.e., Tolerance, Excessive Usage, Withdrawal, Control Impairment, Compulsive Usage, Neglecting Activity.



According to [2], people who are smartphone dependent frequently experience feelings of social isolation, loneliness, and confusion when they aren’t using their devices.



According to [25], smartphone addiction is strongly linked to increased social isolation. Additionally, according to [25], cortisol levels were noticeably higher in socially isolated smartphone addicts. High cortisol levels are linked to adverse health effects like slower brain function, immune system dysfunction, and sleep disturbances. Studies [25,26] reported that smartphone addiction has a negative impact on individuals’ socialization, and socialization is the primary activity that influences and develops individuals’ attitudes, motivations, abilities, skills, and norms.



To date, attention has been focused on internet addiction, but a detailed investigation of smartphone addiction and the correlation between smartphone addiction and social isolation is lacking [2,22,25,26,27,28,29]. Accordingly, the significance of this study is to investigate and identify the determinants of children’s smartphone addiction and to detect the association between smartphone use, addiction, and social isolation among children and adolescents in Jordan. The study aims to provide an answer to the following research questions:



Research Question 1: What are the determinants that influence children’s smartphone addiction?



Research Question 2: Is there a significant correlation between social isolation and smartphone addiction?



The major contribution of this study is the investigation and examination of the proposed developed model that contains five independent determinants, two intermediate determinants, ten moderating determinants, and one dependent determinant. Consequently, the study aimed to take an overall view of the factors that influence smartphone addiction (SPA) and social isolation (SocIso) among Jordanian children and adolescents. To the best of the researchers’ knowledge, no research has been identified that incorporates all these factors into a single study of smartphone addiction and social isolation. Furthermore, in this study the researchers used five different ML methods (Artificial Neural Network (ANN), Linear Regression, Sequential Minimal Optimization algorithm (SMO) for Support Vector Machine (SVM), Bagging using REPTree model, and Random Forest) which also distinguishes this work.



The empirical results offer several key findings. Smartphone addiction among Jordanian children and teens affects perceived usefulness (PU), trust (TR), and social influence (SI). It also affects social isolation among Jordanian children and teens. On the other hand, perceived ease of use (PEoU) and perceived enjoyment don’t have a major effect on behavioral intention to use a smartphone among Jordanian children and teens.



This study is organized as follows: Section 2 introduces the theoretical framework of the model and the hypotheses. After that, research methods are presented, where research demography and data analysis are described and presented, including descriptive analysis, SEM analysis validation, and ML prediction. The results of the data analysis are discussed in the following section, in addition to the theoretical and practical implications, and finally the study limitations are discussed, and future research directions are suggested.




2. Research Hypotheses


The proposed model shown in Figure 1 is based on the original TAM model, with the addition of social influence and trust adopted from the TAM extended model [30,31]. Also, we used the perceived enjoyment factor along with ten moderating factors. The proposed model constructs include perceived usefulness (PU), perceived ease of use (PEoU), perceived enjoyment (EN), social influence (SI), and trust (TR) in smartphones, which were adopted by [22,32,33]. The five independent factors influence the behavioral intention factor [32], which in turn influences smartphone addiction [22,33], which influences social isolation (SocIso) [29], as the model suggests. The proposed model as well as the hypotheses will be discussed in detail in the next sections.



The Technology Acceptance Model (TAM) proposed by Davis et al. [34] is the most influential research model that is used to explain, determine, and understand the recent technology innovation adoption behavior of an individual. Usefulness, ease of use, and behavioral intention are used to assess and evaluate the actual adoption of recent technology, where ease of use and usefulness are the most important TAM determinants that predict individuals’ behavior toward acceptance of new technology [34]. Davis et al. [34] stated that perceived ease of use and perceived usefulness have a direct influence on a technology’s prospective usage intention, where the degree to which individuals are interested in utilizing the system is characterized as an attitude that produces behavioral intentions and leads to real system adoption and utilization.



Davis et al. [34] defined perceived usefulness as the “subjective perception of users where they believe that using certain technologies can improve the performance of their work.” Previous research [35,36,37] has found that people will be encouraged and motivated to adopt and use smartphone technologies if they believe they will be more useful and productive. Davis et al. [34] argue that perceived usefulness and perceived ease of use are crucial factors that influence the intention to adopt and use technology. The studies [22,32,38] investigated the relationship between perceived usefulness, perceived ease of use, and the behavioral intention to adopt and use mobile technologies. Alalwan et al. [32] and Shaw and Kesharwani [22] found that perceived ease of use has no influence on behavioral intention to use smartphones, while [38] reported that perceived ease of use has a positive influence on behavioral intention to use smartphone services. On the other hand, [22,32,38] found that perceived usefulness positively influences individuals’ intention to adopt smartphone technologies. Accordingly, the following hypotheses are proposed:



Hypothesis 1.

Perceived Usefulness (PU) has a positive influence related to children’s behavioral intention (BI) to use smartphones.





Hypothesis 2.

Perceived ease of use (PEoU) has a positive influence related to children’s behavioral intention (BI) to use smartphones.





The study [31] suggested trust as a critical factor that should be integrated into the TAM model. Also, [30] suggested an extended model based on TAM along with social influence and trust to evaluate the adoption of mobile internet commerce by individuals. Morgan and Hunt [39] and De Wulf et al. [40] defined trust as “consumer confidence in a retailer’s reliability and integrity.” Tiwari et al. [41] stated that trust is a positive perception of consistency and reliability. According to statistics, 50% of smartphone owners claimed that they do not adopt smartphone financial services due to trust and privacy issues [42,43]. Previous research [22,32] discovered that trust has a considerable influence on intention behavior to adopt and use a smartphone and mobile technologies, leading to the following hypothesis:



Hypothesis 3.

Trust (TR) has a positive influence on children’s behavioral intention (BI) to use smartphones.





Previous studies stated that enjoyment motivation is considered an important factor in terms of individuals’ intention to adapt and use technologies, systems, and applications [36,44,45,46]. Alalwan et al. [47], Chong [48], and Dai and Palvi [49] stated that using mobile technology could provide individuals with a degree of enjoyment and fun. [32,36,50] studied the effect of perceived enjoyment as a significant predictor of an individual’s behavioral intention to use smartphones. They found that perceived enjoyment influences an individual’s behavioral intention to adopt and use smartphone services, applications, and games. Thus, the following hypothesis is



Hypothesis 4.

Perceived Enjoyment (EN) has a positive influence related to children’s behavioral intention (BI) to use smartphones.





Venkatesh et al. [51] defined social influence as “the extent to which an individual perceives that important others believe he or she should apply the new system.” According to [52,53], social influence is the individual’s decision to accept and utilize modern technology that might be influenced and inspired by friends, close relatives, significant persons they respect, and others in the community. Baabdullah [54] stated that social influence plays a vital role in driving individuals’ behavioral intentions toward adopting and using smartphones and mobile applications. Consequently, Baabdullah [54] and Shaw and Kesharwani [22] found that social influence has a positive impact on the behavioral intention of using smartphone applications and games. In this study, social influence is used to evaluate other people’s impact on a family’s children’s adoption and use of the smartphone. Accordingly, the following hypothesis is proposed:



Hypothesis 5.

Social influence (SI) has a positive influence on children’s behavioral intention (BI) to use smartphones.





Individuals’ behavioral intentions, according to studies [54,55,56,57], are the desire and readiness to conduct and perform actions that will result in productive outcomes as planned and predicted. According to [51], behavioral intention is “the dependent factor which assesses the behaviors of the individuals towards the used technological service”, where individuals are influenced by behavioral intention to make a reasonable effort and to participate in activities that will provide them with the intended services and advantages [32,37,58]. Researchers [22,37] investigated the association between behavioral intention to use smartphones and smartphone addiction. Also, other researchers [2] studied the prevalence of mobile phone addiction among children and teenagers; [2] claimed that smartphone addiction among children and teenagers needs immediate and urgent attention. Shaw and Kesharwani [2,22] found that children’s smartphone addiction is influenced positively by behavioral intention. Thus, the following hypothesis is suggested:



Hypothesis 6.

Behavioral intention (BI) has a positive influence relating to children’s smartphone addiction (SPA).





Technology addiction is “a special type of behavioral addiction that encapsulates a psychological dependency on the use of an IT”, according to Turel et al. [59]. Smartphone addiction is “an emerging concept in which consumers maximize their smartphone usage in various activities and exhibit changes in behavior,” according to Shaw and Kesharwani [22]. Meshi and Ellithorpe [29] investigated the connections between social media use and social isolation, depression, and anxiety. According to [2], smartphone addiction in kids and teenagers has become a widespread issue that affects everyone. Furthermore, [2] argued that while internet addiction has received most of the study attention, a thorough and in-depth examination of smartphone addiction has lagged. Additionally, [19] discovered that children and teenagers are more attracted to smartphones and show more signs and symptoms of addictive behavior. According to [25], technology has a significant impact on young people’s behavior, and smartphone addiction and social isolation (SocIso) are positively correlated. The social isolation (SocIso) items in this study were measured using five items that were adopted from the Patient-Reported Outcomes Measurement Information System (PROMIS) [60]. As a result, the following assertion is made:



Hypothesis 7.

Smartphone addiction (SPA) has a positive influence on children’s social isolation (SocIso).





Previous studies studied the student’s smartphone use addiction in terms of different variables, including the parents’ age, gender, educational level, school environment, and other variables. The studies [61,62] argue that another factor that might influence the children’s screen time problem might be the parent’s gender [61,62], and researchers [61,63,64] have investigated the relationship between the parents’ age and the children’s smartphone usage problems. Researchers found that parental control over children’s smartphone usage decreased as the age of the parents increased. Thus, the following hypotheses are proposed:



Hypothesis 8.

Parent’s age has a positive influence on children’s smartphone addiction (SPA).





Hypothesis 9.

Parent’s gender has a positive influence on children’s smartphone addiction (SPA).





Research [20,62,63,65] stated that there is a relationship between parents’ education level and their children’s problematic mobile phone use. Researchers [20,62,63,65] found a significant correlation where parents with a higher education level are more concerned and conscious about the potential negative aspects of their children’s smartphone use. Therefore, we propose this hypothesis:



Hypothesis 10.

Parent education level has a positive influence related to children’s smartphone addiction (SPA).





The study [66] explored family factors associated with internet addiction among South Korean teenagers. Both [2,19] studied the relationships between family relations and smartphone addiction. Studies [2,19,65,66,67] found that parental living status and good communication between parents and their children play a significant role in avoiding smartphone and internet addiction. Therefore, it is important to investigate the relationship between family relationships and smartphone addiction. Hence, we introduce the following research hypotheses:



Hypothesis 11.

Parental marital status has a positive influence relating to children’s smartphone addiction (SPA).





Research [67] proposed a study that investigated smartphone addiction in high school and university students. The same source stated that “as the number of children in the family decreased, the smartphone addiction increased.” Accordingly, the following hypothesis is presented:



Hypothesis 12.

The number of children has a positive influence on the number of children’s smartphone addictions (SPA).





Many studies have been conducted to investigate gender variations in smartphone usage and addiction. The studies [2,19,20,27,62,65] argue that there are gender differences in smartphone addiction, while [2,65] claimed that smartphone addiction was significantly associated with female gender and [62] found that older age and female gender were related to high screen time and low physical playtime. Furthermore, [19] stated that “boys who were dissatisfied with their families had significantly higher levels of Internet addiction”. Other research has found no link between smartphone addiction and gender [28,68,69]. Consequently, the following hypothesis is stated:



Hypothesis 13.

Child gender has a positive influence relating to children’s smartphone addiction (SPA).





Many studies [2,16,62,65,70] claim that smartphone use can pose different risks for children and teenagers depending on their age. Study [5] stated that younger individuals are more drawn to smartphones and exhibit addictive behavioral indicators. Studies [2,62,65,70] reported that smartphone addiction and usage increased more significantly with age in girls than in boys. In this study, children from 0 to 17 years old were surveyed, where the age categories chosen were (0–2, 3–5, 15–17) years according to the research proposed by [3]. Thus, the following hypothesis is suggested:



Hypothesis 14.

Child age has a positive influence relating to children’s smartphone addiction (SPA).





In Jordan, children attend nurseries to get childcare from the ages of a few weeks to 3 years. Later, from 4–5 years old, all children are required by Jordanian law to attend preschool to learn and gain the basic skills required to attend compulsory education in schools from 6–18 years old. There are three types of schools in Jordan: governmental, UNRWA, and private schools. On the one hand, the governmental and UNRWA schools provide a national program developed by the Ministry of Education (MOE) that is taught in the Arabic language [71]. On the other hand, private schools provide either national or international programs where the international programs are offered and taught in the English language, such as International GCSE, the International Baccalaureate (IB), and the Scholastic Assessment Test (SAT) [72,73]. Research [5] found that students enrolled in English-based educational programs spend more time on smartphones than students enrolled in French-based educational programs, with time spent by students in the English programs exceeding two hours per day compared to children enrolled in French programs. Also, [65] found that the school environment increases the school students’ problematic smartphone use. Therefore, the following hypothesis is proposed:



Hypothesis 15.

A child’s school has a positive influence on the child’s smartphone addiction (SPA).





Studies report that children’s daily screen time is rapidly increasing and begins at an early age (5–8). Teresia et al. [16] stated that time spent using smartphones is the “frequency and duration that youth are engaged in screen media use.” Christakis and Zimmerman [6] stated that the percentage of newborns that watch TV on a regular basis increased dramatically from 40% to 90% by the age of two years. Study [62] reported that American children and teens spend an average of more than seven hours per day on screen media. As a result, the following hypothesis is proposed to address the relationship between the amount of time children and teenagers spend using smartphones and smartphone addiction:



Hypothesis 16.

Time spent using smartphones has a positive influence on children’s smartphone addiction (SPA).





Smartphones provide the ability to access the internet in addition to a wide range of apps such as messaging, gaming, and social networking. Numerous investigations have been conducted into the elements that affect smartphone addiction, including the installed apps and games [19,50,74,75]. Research [50] found that the high quality of games’ interfaces significantly influences smartphone addiction. Study [74] stated that perceived enjoyment of a smartphone game is positively associated with smartphone addiction. Study [75] found that overuse and the lack of control over the time spent on SNS apps are the main causes of the social networking apps’ addiction. Accordingly, we suggest the following hypothesis:



Hypothesis 17.

Favorite smartphone app/game/SNS has a positive influence relating to children’s smartphone addiction (SPA).






3. Research Methods


For this study to achieve its purpose of investigating and examining the overall effect of smartphones on children’s and adolescents’ social isolation (SocIso), it examines the impact of the independent factors perceived usefulness (PU), perceived ease of use (PEoU), trust (TR), perceived enjoyment (EN), and social influence (SI) on the intermediate variable, behavioral intention; the effect of the intermediate variable, behavioral intention, on smartphone addiction (SPA); and the effect of smartphone addiction (SPA) on social isolation (SocIso). Furthermore, the researchers studied the moderating roles of parents’ age, education level, gender, and marital status, in addition to the number of children in the family. Also, this study investigated the moderating role of children’s gender, age, school, and the time that the child spent using a smartphone, as well as their favorite smartphone app, game, or social network (SNS).



As previous investigations into this topic have been limited or incomplete, the researchers, after an extensive research study and development stage, suggested the research model introduced in Figure 1, in addition to the proposed hypotheses. Moreover, a questionnaire was used and evaluated, and data from 511 participants was collected from a convenience sample. The following three parts are presented to clarify and explain in detail the survey design and methodologies of this research.



3.1. Research Context


Smartphone addiction and the problem of social isolation among children and adolescents have emerged as serious problems in society. As a result, the key questions are: what are the determinants that influence children’s smartphone addiction, and is there a significant correlation between social isolation and smartphone addiction? This study was carried out as follows.




3.2. Measurement Items


A questionnaire survey was developed to evaluate the proposed research model. Previous studies were used to develop the survey items and the study model contains eight direct and intermediate factors as well as ten moderating factors.



Perceived usefulness (PU) and perceived ease of use (PEoU) were adopted from [22,32]. Perceived usefulness (PU) was measured by six items, while perceived ease of use (PEoU) was measured by four items. Trust (TR) was measured by five items according to [22,32]. Perceived enjoyment (EN) was measured by three items adapted from [32,50]. Social influence (SI) was measured by four items adopted from [22,54]. Behavioral intention (BI) was measured by three items adapted from [2,22]. Smartphones addiction (SPA) was measured by nine items adopted from [19,25]. Social isolation (SocIso) was measured by five items adapted from (PROMIS) [60]. Constructs and items are reflected in detail in Table A1 in Appendix A.




3.3. Participants and Procedures


A web-based Google form was developed to collect data. The objective was to validate and examine the research model and hypotheses using a 5-point Likert scale: (1) strongly disagree; (2) disagree; (3) neither agree nor disagree; (4) agree; and (5) agree strongly. The constructs and items used to measure the constructions, as well as the mediating variables, are summarized in Table A1 in Appendix A.



The survey was developed in both Arabic and English and a panel of eight academics examined it; accordingly, the questionnaire was revised in response to their feedback. Also, the questionnaire was piloted on 20 Jordanian parents to ensure that the questions were understandable; consequently, the survey has been revised. The target population of this study involved all children and adolescents who use smartphones in Jordan, where the study data was collected from their parents who responded through the convenient sampling technique from 21 May 2022 to 12 June 2022. The survey was distributed through e-groups including Facebook and WhatsApp. Table 1 shows the responses from the respondents’ parents.



Although the respondents were 523 in number, 12 had to be eliminated since those respondents did not complete the questionnaire. Hence, the demography of this study consisted of 511 parents the sample size is used according to Morgan table (recommending 384 responses), when sample size is unknown as in this case. Further, the researchers checked for duplication using a Microsoft Access query for duplication (Find duplicate query) on all fields. As can be seen in Table 1, the demographic profile of the respondents was male (72%) with an age of 28–48 years (84%). The profile also includes the education of most as B.Sc. (52%), and they were married (97%). The questions were answered on behalf of the children, with the ages 3–6 years old (32%) and 6–9 years old (20%). Hence, 52% of the children are ages 3–9 years old. The people who answered the survey (84%) think that the kids’ internet experience is either excellent or good. Also, (62%) of the families had 2–3 children. They described the use of the internet in hours as (23%) of them used the internet for more than 5 h, while others used the internet for 2 h or 3 h (21%), for a total of (42%). The children study in government/public schools (69%) and follow YouTube Kids (59%) and use games (25%).





4. Data Analysis and Results


The analysis of data for this study included: first, a descriptive analysis to measure respondents’ attitudes; second, a structural equation model (SEM) (which included a confirmatory factor analysis (CFA) and then structural equation modeling (SEM) using Amos 26, performed to test the study hypotheses); third, the moderating effects; and, finally, validation of this research using machine learning (ML). SEM and CFA verified the hypotheses and analyzed the results whilst ML validated and predicted mean square error and correlation coefficient (R2). This research employed triangulation by using multiple data collection and analysis.



4.1. Descriptive Analysis


The mean and standard deviation were estimated to describe the responses and thus the attitude of the respondents toward each question asked in the survey. While the mean represents the data’s central tendency, the standard deviation measures its dispersion and provides an index of the data’s spread or variability [76,77]. A small standard deviation for a set of values indicates that these values are clustered closely around or close to the mean; a large standard deviation indicates the opposite. The level of each item was determined by the following:


  L e v e l =   h i g h e s t   p o i n t   i n   L i k e r t   s c a l e − l o w e s t   p o i n t   i n   L i k e r t   s c a l e   t h e   n u m b e r   o f   t h e   l e v e l s   u s e d     =   5 − 1  5  = 0.80  



(1)







Hence, producing the following lookup Table 2 of values:



Table 3 shows the constructs with mean, standard deviation (SD), level, and order. All constructs were ranked “High” to “Very High” according to Table 2 based on the work of [76,77]. The exception is the construct TR, which ranks “Low” with a mean below (3). The construct EN ranked as the first among all. Both mediating constructs were ranked “High” as was the dependent construct, SocIso.



Table 4 presents the mean, standard deviation, level, and order of the constructs with the items in addition to Cronbach Alpha for each construct. Cronbach’s Alpha is a measure for reliability and consistency in multiple-question Likert scale surveys. The range is expected to be greater than 0.7, while anything less than 0.70 is considered low. Cronbach’s Alpha above 0.9 is considered excellent internal consistency, greater than 0.8 is considered good internal consistency, while between 0.7 and 0.8 is considered acceptable. On the other hand, below 0.7 is considered questionable internal consistency. As can be seen from Table 4, all constructs are reliable with Cronbach Alpha above 0.70 except BI. In the later stage of the study, the authors had to withdraw BI2 since it was the source of the discrepancy, and the Cronbach Alpha improved to become (0.75266775). Later, we determined that the question in Arabic was vague.




4.2. SEM Analysis


In this section, a measurement model assessment was conducted, as were model fit assessment and model reliability and validity and structural model assessment.



4.2.1. Measurement Model Assessment


CFA was used to evaluate the properties of the instrument items. In fact, the measurement model signifies how hypothetical constructs are measured in terms of the observed variables and personifies the validity and reliability of the observed variables’ responses to the latent variables as in [78,79,80]. Table 5 presents the factor loadings, composite reliability (CR), and average variance extracted (AVE) for the variables. All the indicators of the factor loadings exceeded 0.50, except for certain items, specifically BI2. The aforementioned items were eliminated, thus constituting evidence of convergent validity as in [78,81]. While the measurement reached convergent validity at the item level because all the factor loadings were above 0.50, all the composite reliability (CR) values exceeded 0.60, demonstrating an important level of internal consistency for the latent variables. Additionally, since each value of AVE exceeded 0.50, as in [78,79] the convergent validity was proved.




4.2.2. Model Fit Assessment


The proposed model’s fitness was evaluated using the following fit indices. As can be seen in Table 6, the model passed all the recommended tests. The chi-square due to the sample size is p = 0.000, CMIN = 1184, DF = 629. Furthermore, CMIN/DF is the discrepancy divided by the degree of freedom, which in this study is less than 5.0 and less than 3.0, as recommended by [82]. If the CMIN/DF value is ≤3 it indicates an acceptable fit [80]. The baseline comparisons are CFI, IFI, and NFI. CFI is the Comparative Fit Index and has a value truncated between 0 and 1, where values close to 1 show a very good fit while 1 represents the perfect fit [83]. The value of interest here is CFI for the default model. A CFI value of ≥0.95 is considered an excellent fit for the model [84]. An Incremental Fit Index (IFI) where values are close to 1 indicates a very good fit, while 1 indicates a perfect fit. In this study, IFI = 0.963. For the Normed Fit Index (NFI), also referred to as Delta 1, a value of 1 shows a perfect fit, while models valued < 0.9 can usually be improved substantially [85]. In this study, NFI = 0.925. The Parsimony-Adjusted Measures are PCFI and PNFI. PNFI is the Parsimony Normed Fixed Index, expressing the result of parsimony adjustment [86] to the Normed Fixed Index (NFI). In this study, PNFI was 0.842, which is greater than 0.5 according to [87]. PCFI is the Parsimony Comparative Fix Index, expressing the result of parsimony adjustment applied to the Comparative Fit Index (CFI). In this study, PCFI was 0.876, which is greater than 0.5 according to [87]. RMSEA stands for Root Mean Square Error of Approximation, and values greater than 0.1 are considered poor, values between 0.08 and 0.1 are borderline, values between 0.05 and 0.08 are acceptable, and values less than 0.05 are considered excellent [88], as is the case here with 0.042. According to [79], when SRMR is less than or equal to 0.09, it indicates an acceptable fit, and in this study, SRMR = 0.0629.




4.2.3. Model Reliability, Validity Measures, and Concerns


To validate the proposed model, first construct reliability was conducted and then convergent validity. Four indicators were calculated using AMOS 26, CR, AVE, MSV, and MaxR(H). AMOS 26 suggested the removal of BI2 since AVE = 0.399 and it should be greater than 0.5. Hence, after the removal of item BI2, the analysis was conducted again. Because CR and MaxR (H) are both greater than 0.7, construct reliability has been established. Convergent validity is established when AVE used for convergent validity is greater than 0.5. MaxR(H) (Maximal Reliability) is >0.7. The values of CR, AVE, and MaxR(H) in Table 11 show that the model is reliable and valid. Results are shown in Table 7, and the AMOS 26 indicated that there is no validity concern in the results.



Table 8 shows the correlation among construct thresholds based on [83] using [76]. The diagonal elements in the table are the square root of AVE, and all correlations between constructs are less than the square root of AVE, indicating that they are all statistically significant. One may note here that there is strong correlation between SocIso and SPA, and moderate correlation between BI and both PU and TR.



The heterotrait-monotrait ratio of correlations (HTMT) criterion measures the average correlations of the indicators across constructs. The acceptable levels of discriminant validity are (<0.90), as suggested by [79] and developed by [92]. Table 9 below reflects the results.




4.2.4. Structural Model Assessment


As stated previously, the model is fit. Next, we will discuss estimating the path coefficient (hypothesis testing) and estimating squared multiple correlation R2. Figure 2 shows the path coefficient using AMOS 26. The figure shows the R2 highlighted above the intermediate constructs and dependent constructs, BI, SPA, and SocIso (0.70, 0.10, and 0.52, respectively). Further, Table 10 reflects the coefficients where two hypotheses were not supported, namely H2 and H4, since p-Value> 0.05. On the other hand, the findings reflect in the same table that H1, H3, H5, H6, and H7 are all supported by the findings of the study.





4.3. Moderation Effects


The study investigated the significance of two bi-variable groups, the gender of both the child and the respondent, and their effects on SPA, BI, and SocIso, and found that both variables had no significance, as per the group statistic Table 11 and Table 12.



The outcomes of the ANOVA test, presented in Table 13, indicate the following: there is a significant difference in the respondents’ BI, supportive of the respondent’s age, supportive of internet experience, and child age. There is a significant difference in the respondents’ SocIso supportive of both the number of children in the family and the hours spent on a smartphone. There is a significant difference in both the respondents’ BI and SPA, which is supportive of the number of hours spent on smartphones.



Table 14 provides the statistical significance of the differences between each pair of groups for respondents’ age. As shown in Table 13, the five groupings were statistically different from one another.



Table 15 provides the statistical significance of the differences between each pair of groups for children’s age. As observed in Table 14, the six groupings were statistically different from one another.



Table 16 provides the statistical significance of the differences between each pair of groups for internet experience. As observed in Table 15, the three groupings were statistically different from one another.



Table 17 provides the statistical significance of the differences between each pair of groups for the number of children in a family. As observed in Table 16, the five groupings were statistically different from one another.



Table 18 provides the statistical significance of the differences between each pair of groups for the number of hours spent on the smartphone. As observed in Table 17, the five groupings were statistically different from one another.



Table 19 provides the statistical significance of the differences between each pair of groups in hours on the phone. As observed in Table 19, the five groupings were statistically different from one another.



Table 20 provides the statistical significance of the differences between each pair of groups’ hours on the phone. As observed in Table 20, the five groupings were statistically different from one another.




4.4. Machine Learning Techniques Validation and Prediction


Machine learning techniques have been used as modern technologies in different applications [93,94]. Further, other studies like [95,96,97,98,99,100,101] used such methods for triangulation method to validate and verify the results along with SEM. The research [102] used 19 machine learning techniques. Five Machine Learning (ML) classification techniques are evaluated in this study, which transform inherited data from a dataset’s input into the required output pattern [94,103]. The five ML models used to develop and evaluate models for the smartphone isolation dataset application are: Artificial Neural Network (ANN) [104], Linear Regression [105], Sequential Minimal Optimization algorithm (SMO) for Support Vector Machine (SVM) [106], Bagging using REPTree model [107], and Random Forest [108]. The ANN employs the back-propagation method to calculate the errors between the predicted and actual output values. The weights and bias parameters of the ANN design are then modified using the error to bring the predicted and actual values to be closer. The output of the linear regression model depends on the target labels and is a polynomial function with weighted coefficients for the independent variables. Through a sequence of actions, the training phase updates the linear function’s coefficients from the training dataset. The SMO method updates the weighted vectors of the SVM model using the Sequential Minimal Optimization algorithm. The SMO algorithm finds the minimal values in a sequence of iterative operations to reach the optimal values. The bagging technique constructs numerous REPTree models using a random sample of the training set’s instances and features, with the average value of the trees predicting the final value. The Random Forest (RF) is a set of connected decision tree (DT) models built by random attribute subsets for each sub-tree model and a random sampling of training data instances. The average value of the DT trees serves as the model’s final output.



The evaluation methodology follows 10-fold cross-validation technique to validate the effectiveness of the model to predict the target values. During the evaluation phase, the 10-fold cross-validation method is used. This method sequentially selects 10% of the dataset as testing and 90% as training (the remaining nine folds). We create a classifier model and assess how well it performs in each procedure. Then, a representation of the overall average performance is shown. By employing such a method, we ensure that the complete dataset is used during the training and testing stages, lowering the possibility of over-fitting. When the model successfully categorizes all the training data but is unable to fit the test sets, a problem arises.



ML Results and Discussion


Children who use smartphones for extended periods face two serious problems: smartphone addiction and social isolation. This study investigates a few aspects that influence the two problems and validates certain integration techniques. To understand the relationship between the factors (or inputs) and the problems, ML techniques as intelligent methods extract inherited meaningful information from datasets. However, to assess the performance of ML models, we need three datasets. The datasets are from model 1, which has BI as a dependent outcome and five parameters (PU, PEU, Trust, PE, and SI) as independent inputs. Model 2 dataset studies the influence of BI as input to SOA as a dependent variable. Model 3 of the dataset represents the impact of SOA on SI.



Figure 3 displays the experimental findings utilizing R2 and Mean Square Error (MSE) as evaluation metrics. The models are shown on the x-axis, and the R2 and MSE values are shown on the y-axis. The R2 shows the expected impact of the independent variables on the dependent variable (target). The MSE calculates, as in Figure 4, the average discrepancy between the predicted and actual output values of a model.



On three database models, the SMO and linear regression sequential models produce reasonable results, with R2 values of 65%, 20%, and 68%, respectively. The other ML techniques that are non-linear methods, such as ANN, Bagging REPTree, and Random Forest, obtain convergent results. The results show a weak relationship between the BI factor and smartphone addiction of 20% R2 and 95% MSE in model 2, which indicates that the intention of using smartphone by children provides less information to detect the addiction. In model 1, the five factors reflect how usability of smartphones affects the tendency of using its applications by the children and their parents with 65% R2 value and approximately 49% MSE value. Moreover, with the existence of smartphone addiction, social isolation inevitably occurred, which is indicated by the R2 value of 68% in model 3. The ML techniques as validation techniques are able to predict the actual target from the independent inputs and ensure the provided results.






5. Discussion


As stated in the introduction, the purpose of this study is to provide a better understanding and insight into the primary factors that impact children’s smartphone addictions (SPA), as well as the relationship between smartphone addiction (SPA) and social isolation (SocIso). The main empirical findings of this study show that most of the proposed model’s hypotheses have significant values. Consequently, the current study’s findings are consistent with previous literature and this study yielded several notable conclusions and findings.



As predicted, perceived usefulness was found to have a significant influence on Jordanian children’s and adolescents’ behavioral intentions to adopt and use smartphones. This may be related to the advantages and conveniences that children and adolescents gain from using smartphones, as stated by references [22,32,35,36,37] that individuals would be encouraged to use smartphones as long as they consider such technologies more useful and productive. On the other hand, perceived ease of use is an important factor that influences the intention to adopt and use smartphone technology [38]. The results of this study, from the perspective of parents, show that perceived ease of use has no influence on Jordanian children and adolescents’ behavioral intention to adopt and use a smartphone, which is in line with what has been found by studies [22,32,37].



Furthermore, the findings show that trust has a positive influence on the children’s and adolescents’ behavioral intentions to use smartphones, which is consistent with the previous results of the studies [22,32]. This means that parents have a positive perception of the consistency and reliability of smartphone applications, and they allow their children to use the smartphone freely. On the other hand, the findings of this study related to the trust variable are not compatible with the results of Tiwari et al. [41] as they stated that trust and privacy issues are the main reasons that more than 50% of smartphone owners claimed they do not adopt and use smartphone financial services.



While enjoyment motivation is considered an important factor in terms of individuals’ intention to adapt and use technologies [36,44,45,46], the study results show that perceived enjoyment has no influence related to children’s and adolescents’ behavioral intention to use a smartphone. Such results are inconsistent with the findings of the studies [32,36,50] which stated that perceived enjoyment influences individuals’ behavioral intention to adopt and use smartphone services, applications, and games. This means that even when children or adolescents feel that using the smartphone is not enjoyable, they will keep using it, according to how parents responded to the questionnaire.



As stated previously in this study, social influence is used to evaluate other people’s impacts on adopting and using the smartphone. The results show that social influence has a positive influence on the children’s behavioral intention to use smartphones, which confirms the findings of Baabdullah [54] and Shaw and Kesharwani [22] that showed the positive impact of social influence on the behavioral intention towards using smartphone applications and games.



Also, this study investigated the association between behavioral intention to use smartphones and smartphone addiction among Jordanian children and teenagers. The findings show that there is a link between behavioral intention and smartphone addiction, with behavioral intention having a positive influence on the smartphone addiction of children and adolescents. Such findings are in line with the results provided by Shaw and Kesharwani [2,22] which reported that smartphone addiction among children and teenagers needs immediate and urgent attention. Parents responded to the survey by saying that they would not recommend others to let their children use smartphones, as reported in the (BI4) item.



And finally, the main empirical result of this study investigates and detects the association between smartphone addiction and social isolation using items adapted from the Patient-Reported Outcomes Measurement Information System (PROMIS) [60], where most of the previous studies have been focused on internet addiction, but a comprehensive and detailed review of smartphone addiction is inadequate till now, even though smartphone addiction among children and teenagers has become a public and major problem for everyone [2,19,22,29]. The study findings prove that there is a positive association between smartphone addiction and social isolation among children and adolescents in Jordan, which is consistent with the results and findings of [25].



Also, the demography of this study shows that the respondents were male (72%). On the other hand, in the study proposed by Anderson et al. [62], researchers stated that most of the respondents were mothers. Also, we think that we must mention that we received a lot of messages from male parents (fathers) asking how they can solve the problem of smartphone addiction and social isolation, in addition to other messages asking about the results of the study and if the problem is a major problem in society. The study found that the gender of both child and respondent had no significance either in behavioral intention or in smartphone addiction and social isolation of children and adolescents in Jordan. The findings also show that there is a significant difference in the respondents’ behavioral intentions supportive of the respondent’s age, supportive of internet experience, and child age. Such results are in line with [61,63,64]. Also, there is a significant difference in the respondents’ social isolation supportive of both the number of children in the family and hours spent on smartphones, which is consistent with the findings of [62,67]. Moreover, there is a significant difference in both the respondents’ behavioral intention and smartphone addiction, which is supportive of the number of hours spent on smartphones, which is consistent with the results of [62].



5.1. Theoretical Implications


The purpose of this study was to investigate various independent, mediating, and moderating determinants that influence smartphone addiction and social isolation, and to detect the association between smartphone use, addiction, and social isolation among Jordanian children and teens. Many studies have been carried out to have a further and better understanding and knowledge of this critical issue, as mentioned in the introduction and the research hypothesis development sections, even though no research has been identified that incorporates all these factors into a single study of smartphone addiction and social isolation. Also, to date, attention has been focused on internet addiction, but a detailed investigation of smartphone addiction and the correlation between addiction and social isolation is lacking [2,22,25,29].



This study will add to the literature and the body of knowledge regarding the correlation between smartphone use, smartphone addiction, and social isolation. The study detected and discovered the effects of five independent components, with ten potential moderators on behavioral intention as intermediate factors, as well as smartphone addiction and social isolation. Moreover, the research included many moderating factors that are unique to such research, which are the children’s internet experience, time spent using smartphones, the number of children in the family, and parent education level.




5.2. Practical Implications


Children and teens are the primary users of smartphones, and their daily screen time is rapidly increasing at an early age, even with many recommendations to control and set a time for children and adolescents to use smartphones, since children and adolescents should use these devices as little as possible. Furthermore, studies have revealed that children and teenagers are more drawn to smartphones, as well as exhibiting more addictive behavioral signs and symptoms with them. Such technology highly affects youth behavior, and there is a positive association between smartphone addiction and social isolation.



Accordingly, smartphone addiction and social isolation among children and teenagers require immediate and urgent attention. The government should develop awareness programs to educate parents and children about the dangers of using smartphones and the related issues associated with smartphone addiction and social isolation. Moreover, the study findings show there is a significant difference in the parents’ behavioral intention supportive of the parents’ age, where parental control over children’s smartphone usage decreases as the age of the parent increases. Hence, the government should enable older parents by training and education about smartphone control programs and how to set a time limit and determine the applications and games that the children can install and use on their smartphones.



Furthermore, governments are responsible for developing social activities, camps, and other physical activities for children and adolescents.



On the other hand, parents must encourage their children and teenagers to join in such activities and socialize with their peers. Moreover, parents must not recommend others let their children use smartphones because of the addictive behavioral signs and symptoms associated with smartphone use, whereas real-life social interaction reduces social isolation.



The study’s findings could be utilized as resources for early diagnosis and detection of children and teens at risk of smartphone addiction and social isolation. In addition, they could be utilized to develop prevention programs to reduce smartphone overuse among children and teenagers. Also, the study findings provide valuable information. This can help and support a campaign against smartphone addiction, social isolation, and overuse.




5.3. Academic Implications


Based on the study’s findings, it contributes significantly to the literature investigating and detecting smartphone addiction and social isolation. The study model was developed using the TAM model, with the addition of trust, social influence, and perceived enjoyment. Furthermore, the findings show that the study model is robust and significantly interpretable, which contributes to the studies of smartphone adoption, addiction, and social isolation. Also, according to the proposed model and the findings of this study, researchers effectively presented and demonstrated a fundamental association between the impact of the determinants and technology addiction and social isolation. This significantly extends TAM’s theoretical purview to be used in future studies to improve the investigation of smartphone adoption, usage, technology addiction, and social isolation.




5.4. Limitations and Future Research


In this study, the researchers faced two main limitations. First, because the study was conducted on one of society’s most pressing issues, smartphone addiction and social isolation among children and teenagers, it was difficult to gain access to participants, even though several channels were used to increase the number of participants, such as WhatsApp groups, Facebook, etc. The researchers only gathered 511 responses. Another limitation was the underrepresentation in some of the demography categories: in marital status (divorced and widow) were 2% and 1% of the respondents. Respondent age groups (18–28) were 3%. Preferred SNS did not find much interest in LinkedIn and Twitter, since both intuitively relate more to adults rather than children.



Future research should investigate whether artificial intelligence (AI) ML methods can be used to investigate, predict, detect, and prevent children’s intentions to engage in smartphone addiction or social isolation behavior.



In this study the researchers tried five different methods: Artificial Neural Network (ANN), Linear Regression, Sequential Minimal Optimization algorithm (SMO) for Support Vector Machine (SVM), Bagging using REPTree model, and Random Forest, which distinguish this work. There are other ML methods that can be experimented with, such as k-NN, ID3, and Naïve Bayes.



Also, it would be worthwhile to study the impact of smartphone usage and addiction on children’s health and physical ability. Another suggestion for future work is to study the relationship between parents’ smartphone addiction and their children’s addiction. Furthermore, future studies must consider the smartphone overuse prevention models and study the effects of other smart devices and the relationships between such devices and technology addiction and social isolation. Also, they could study the association between smartphone addiction and children’s academic achievements. Finally, the proposed model can be expanded to include other constructs.





6. Conclusions


This research investigates the determinants that influence children’s smartphone addiction and the association between social isolation and smartphone addiction for people living in Jordan. The proposed model is developed using the original TAM model in addition to social influence, trust, and perceived enjoyment constructs. The collected study data were examined using structural equation modeling (SEM), machine learning (ML), and computational fluid dynamics (CFA). According to the respondents’ responses, the results showed that perceived usefulness, trust, and social influence were significant antecedents to behavioral intention to use the smartphone. Furthermore, the findings confirm that smartphone addiction positively influences social isolation among Jordanian children and adolescents, where the strength of these correlations is influenced by moderating variables, including respondent’s age, child internet experience, and child age, as well as the number of children in the family and hours spent on smartphones. On the other hand, perceived ease of use and perceived enjoyment did not have a significant effect on behavioral intention to use the smartphone among Jordanian children and adolescents.



Therefore, we conclude with the following intriguing conclusion: First, the results showed that parents think of smartphones as devices that can be useful and can be trusted for use by their children, and which have been adopted and used according to others’ recommendations, while the study shows that most of the children mainly follow YouTube for Kids (59%) and use games (25%), and that many (23%) of them use the internet more than 5 h per day. As mentioned in the literature, children who use smartphones for a long time exhibit addictive behavioral signs and other symptoms such as social isolation, which require immediate and urgent attention and suitable action and early treatment. Secondly, according to the study findings, parental control over children’s smartphone usage decreased as the age of the parent increased. Hence, older parents should be enabled by training and education about smartphone control programs and how to set a time limit and determine the applications and games that children can install and use on their smartphones. Third, parents must encourage their children to join different activities and socialize with their peers. Finally, this study contributes to the literature by empirically examining and theorizing the implications of smartphone addiction on social isolation.
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Table A1. Constructs and items.






Table A1. Constructs and items.





	
Constructs

	
ID: Items/Measure




	
Demographic Information






	

	
Respondent Gender






	
1. Male.

2. Female.




	

	
Respondent Age (years)






	
1: 18 to less than 28.

2: 28 to less than 38 years old.

3: 38 to less than 48 years old.

4: 48 to less than 58 years old.

5: 58 and over.




	

	
Respondent Educational Level






	
1. High school and less.

2: Diploma.

3: Bachelor.

4: Master.

5: Ph.D.




	

	
Respondent Marital Status






	
1. Married.

2. Divorced.

3. Widow.




	

	
Child Gender






	
1. Male.

2. Female.




	

	
Child Age (years)






	
1: 0 to less than 3 years old.

2: 3 to less than 6 years old.

3: 6 to less than 9 years old.

4: 9 to less than 12 years old.

5: 12 to less than 15 years old.

6: 15 to less than 17 years old.




	

	
Child’s Internet Experience






	
1. Low.

2: Good.

3: Excellent.




	

	
Number of Children in the Family






	
1. One.

2: Two.

3: Three.

4: Four.

5: Five and more.




	

	
Time Your Child Spends on the Smartphone (hours)






	
1. One.

2: Two.

3: Three.

4: Four.

5: Five and more.




	

	
Child’s School






	
1: Public.

2: Private.

3: UNRWA.

4: Not in school.

5: Nursery.

6: Preschool.




	

	
Which of the following is your child’s favorite social network or application that they use most of the time?






	
1: Facebook.

2: Twitter.

3: TikTok.

4: Snapchat.

5: LinkedIn.

6: YouTube.

7: Instagram.

8: Games.

9: YouTube Kids.

10: Other.




	
Perceived Usefulness (PU)

	
PU1: Smartphones are useful in my child’s daily life.

PU2: Using a smartphone helps my child accomplish things (like studying) more quickly.

PU3: Using a smartphone increases my child’s educational levels.

PU4: Using a smartphone increases my child’s cultural levels.

PU5: Using a smartphone increases my child’s knowledge levels.

PU6: Using a smartphone increases my child’s chances of learning and achieving important things, including education, skills, and knowledge.




	
Perceived Ease of Use (PEU)

	
PEoU1: Learning how to use a smartphone is easy for my child.

PEoU2: My child’s interaction with a smartphone is clear and understandable.

PEoU3: Smartphones are easy to use for my child.

PEoU4: It is easy for my child to become skillful at using smartphones.




	
Trust (TR)

	
TR1: I believe that smartphones are trustworthy, so I let my child use them.

TR2: I do not doubt the honesty of smartphones.

TR3: I feel assured that legal and technological structures adequately protect my child from problems associated with using smartphones.

TR4: Even if not monitored, I would trust my child’s smartphone.

TR5: I trust the smartphone that my child is using.




	
Perceived Enjoyment (EN)

	
EN1: My child feels that using a smartphone is fun.

EN2: My child feels that using a smartphone is enjoyable.

EN3: My child feels that using a smartphone is very entertaining.




	
Social Influence (SI)

	
SI1: People I know think that my child should use a smartphone.

SI2: People who are important to me would recommend that my child use the smartphone.

SI3: People who are important think that my child should use a smartphone.

SI4: Everyone around me is thinking that my child should use a smartphone because their children are using smartphones.




	
Behavioral Intention (BI)

	
BI1: I intend to let my child use the mobile phone in the future.

BI2: My child is using the smartphone, and he/she always tries to use it whenever he/she can at any time.

BI3: I plan to keep my child’s smartphone in use in the future.

BI4: I will recommend that others let their children use smartphones.




	
Smartphone Addiction (SPA)

	
SPA1: My child sometimes ignores important things because of his/her interest in smartphones.

SPA2: My child often fails to get enough rest because of using a smartphone.

SPA3: My child’s social life has sometimes suffered because of using a smartphone.

SPA4: Arguments have sometimes arisen from people around me because of the time my child spends on smartphones.

SPA5: Using a smartphone has sometimes interfered with my child’s studying, playing, or social activities.

SPA6: My child is sometimes late for engagements (like studying) because of using smartphones.

SPA7: When my child is not using a smartphone, I feel that he/she often feels agitated and confused.

SPA8: I have made unsuccessful attempts to reduce the time my child uses a smartphone.

SPA9: I think that my child is addicted to smartphones.




	
Social Isolation (SocIso)

	
SocIso1: I feel that even when children are around my child, they ignore him because he is busy using his smartphone.

SocIso2: I feel that other children avoid talking to my child because he is busy using a smartphone.

SocIso3: I feel that my child is isolated even if he is with other children because he is busy using his smartphone.

SocIso4: I feel that my child is isolated by others because he is busy using a smartphone

SocIso5: I feel that my child is isolated from others because he is busy using a smartphone.
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Figure 1. Proposed Model. 






Figure 1. Proposed Model.



[image: Bdcc 06 00092 g001]







[image: Bdcc 06 00092 g002 550] 





Figure 2. Model with coefficient estimates, R squared. 
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Figure 3. The results of (R2) using ML techniques on Social Isolation dataset. 
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Figure 4. The results of (MSE) using ML techniques on Social Isolation dataset. 
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Table 1. Respondents’ demography.






Table 1. Respondents’ demography.





	
Respondent Education (Parent)

	
Female

	
Male

	
Grand Total






	
High school/less than high school

	
7

	
(1%)

	
4

	
(1%)

	
11

	
(2%)




	
Diploma

	
23

	
(5%)

	
95

	
(19%)

	
118

	
(23%)




	
B.Sc.

	
82

	
(16%)

	
185

	
(36%)

	
267

	
(52%)




	
Master

	
21

	
(4%)

	
44

	
(9%)

	
65

	
(13%)




	
Ph.D.

	
11

	
(2%)

	
39

	
(8%)

	
50

	
(10%)




	
Grand Total

	
144

	
(28%)

	
367

	
(72%)

	
511

	
(100%)




	
Respondent Age (Parent)

	

	

	

	

	

	




	
18–28 years

	
8

	
(2%)

	
8

	
(2%)

	
16

	
(3%)




	
28–38 years

	
55

	
(11%)

	
161

	
(32%)

	
216

	
(42%)




	
38–48 years

	
57

	
(11%)

	
157

	
(31%)

	
214

	
(42%)




	
48–58 years

	
20

	
(4%)

	
35

	
(7%)

	
55

	
(11%)




	
Greater than 58 years

	
4

	
(1%)

	
6

	
(1%)

	
10

	
(2%)




	
Grand Total

	
144

	
(28%)

	
367

	
(72%)

	
511

	
(100%)




	
Respondent Marital Status (Parent)

	

	

	

	

	

	




	
Divorced

	
7

	
(1%)

	
5

	
(1%)

	
12

	
(2%)




	
Married

	
135

	
(26%)

	
360

	
(70%)

	
495

	
(97%)




	
Widow

	
2

	
(0%)

	
2

	
(0%)

	
4

	
(1%)




	
Grand Total

	
144

	
(28%)

	
367

	
(72%)

	
511

	
(100%)




	
Child Age

	

	

	

	

	

	




	
0–3 years

	
41

	
(8%)

	
17

	
(3%)

	
58

	
(11%)




	
3–6 years

	
110

	
(22%)

	
53

	
(10%)

	
163

	
(32%)




	
6–9 years

	
66

	
(13%)

	
35

	
(7%)

	
101

	
(20%)




	
9–12 years

	
57

	
(11%)

	
32

	
(6%)

	
89

	
(17%)




	
12–15 years

	
42

	
(8%)

	
26

	
(5%)

	
68

	
(13%)




	
15–17 years

	
21

	
(4%)

	
11

	
(2%)

	
32

	
(6%)




	
Grand Total

	
337

	
(66%)

	
174

	
(34%)

	
511

	
(100%)




	
Internet Experience (Child)

	

	

	

	

	

	




	
Excellent

	
116

	
(23%)

	
69

	
(14%)

	
185

	
(36%)




	
Good

	
169

	
(33%)

	
76

	
(15%)

	
245

	
(48%)




	
Low

	
52

	
(10%)

	
29

	
(6%)

	
81

	
(16%)




	
Grand Total

	
337

	
(66%)

	
174

	
(34%)

	
511

	
(100%)




	
Kids # in Family

	

	

	

	

	

	




	
1 child

	
59

	
(12%)

	
26

	
(5%)

	
85

	
(17%)




	
2 children

	
125

	
(24%)

	
59

	
(12%)

	
184

	
(36%)




	
3 children

	
80

	
(16%)

	
52

	
(10%)

	
132

	
(26%)




	
4 children

	
47

	
(9%)

	
23

	
(5%)

	
70

	
(14%)




	
5 or more

	
26

	
(5%)

	
14

	
(3%)

	
40

	
(8%)




	
Grand Total

	
337

	
(66%)

	
174

	
(34%)

	
511

	
(100%)




	
Internet h Use (Child)

	

	

	

	

	

	




	
1 h

	
61

	
(12%)

	
35

	
(7%)

	
96

	
(19%)




	
2 h

	
69

	
(14%)

	
39

	
(8%)

	
108

	
(21%)




	
3 h

	
71

	
(14%)

	
37

	
(7%)

	
108

	
(21%)




	
4 h

	
55

	
(11%)

	
25

	
(5%)

	
80

	
(16%)




	
5 h or more

	
81

	
(16%)

	
38

	
(7%)

	
119

	
(23%)




	
Grand Total

	
337

	
(66%)

	
174

	
(34%)

	
511

	
(100%)




	
School Type (Child)

	

	

	

	

	

	




	
Government

	
221

	
(43%)

	
129

	
(25%)

	
350

	
(69%)




	
Not in school

	
64

	
(13%)

	
20

	
(4%)

	
84

	
(16%)




	
Nursery

	
14

	
(3%)

	
10

	
(2%)

	
24

	
(5%)




	
Preschool

	
34

	
(7%)

	
10

	
(2%)

	
44

	
(9%)




	
UNRWA

	
4

	
(1%)

	
5

	
(1%)

	
9

	
(2%)




	
Grand Total

	
337

	
(66%)

	
174

	
(34%)

	
511

	
(100%)




	
Social Network (Child)

	

	

	

	

	

	




	
Facebook

	
8

	
(2%)

	
3

	
(1%)

	
11

	
(2%)




	
Games

	
83

	
(16%)

	
47

	
(9%)

	
130

	
(25%)




	
Instagram

	
10

	
(2%)

	
6

	
(1%)

	
16

	
(3%)




	
LinkedIn

	
1

	
(0%)

	
1

	
(0%)

	
2

	
(0%)




	
Others

	
4

	
(1%)

	
5

	
(1%)

	
9

	
(2%)




	
Snapchat

	
4

	
(1%)

	
5

	
(1%)

	
9

	
(2%)




	
TikTok

	
22

	
(4%)

	
7

	
(1%)

	
29

	
(6%)




	
Twitter

	
1

	
(0%)

	
1

	
(0%)

	
2

	
(0%)




	
YouTube Kids

	
204

	
(40%)

	
99

	
(19%)

	
303

	
(59%)




	
Grand Total

	
337

	
(66%)

	
174

	
(34%)

	
511

	
(100%)
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Table 2. Level lookup table of values and ranges.
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	Range
	Level





	1–1.80
	very low



	1.81–2.60
	low



	2.61–3.40
	moderate



	3.41–4.20
	high



	4.21–5
	very high
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Table 3. Overall mean and standard deviation of the study’s variables.
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Type of Variable

	
Variables

	
Mean

	
SD

	
Level

	
Order






	
Independent Variables

	
PU

	
3.204501

	
0.838535

	
High

	
4




	
PEoU

	
4.247065

	
0.570725

	
Very High

	
2




	
TR

	
2.243836

	
0.867335

	
Low

	
8




	
EN

	
4.322244

	
0.682242

	
Very High

	
1




	
SI

	
2.791911

	
0.888545

	
High

	
6




	
Mediating Variables

	
BI

	
3.093933

	
0.750152

	
High

	
5




	
SPA

	
3.293107

	
0.980493

	
High

	
3




	
Dependent Variable

	
SocIso

	
2.736986

	
1.127352

	
High

	
7
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Table 4. Mean and standard deviation of the study’s variables.
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Mean

	
SD

	
S.E.

	
Level

	
Order

	
Cronbach

	
Internal

Consistency






	
Perceived Usefulness (PU)

	
0.046135

	

	

	
0.89877

	
Good




	
PU1

	
2.851272

	
1.0429

	
0.048561

	
high

	
6

	

	




	
PU2

	
2.970646

	
1.097734

	
0.045564

	
high

	
5

	

	




	
PU3

	
3.197652

	
1.029979

	
0.044216

	
high

	
4

	

	




	
PU4

	
3.389432

	
0.999513

	
0.043701

	
high

	
2

	

	




	
PU5

	
3.508806

	
0.987878

	
0.044804

	
high

	
1

	

	




	
PU6

	
3.309198

	
1.012807

	
0.037095

	
high

	
3

	

	




	
Perceived Ease of Use (PEoU)

	
0.02792

	

	

	
0.860033

	
Good




	
PEoU1

	
4.309198

	
0.631132

	
0.03349

	
very high

	
2

	

	




	
PEoU2

	
4.105675

	
0.75705

	
0.028884

	
high

	
4

	

	




	
PEoU3

	
4.25636

	
0.652922

	
0.029749

	
very high

	
3

	

	




	
PEoU4

	
4.317025

	
0.672487

	
0.025247

	
very high

	
1

	

	




	
Trust (TR)

	

	

	
0.041895

	

	

	
0.907275

	
Excellent




	
TR1

	
2.25636

	
0.947046

	
0.042012

	
low

	
3

	

	




	
TR2

	
2.293542

	
0.949684

	
0.04658

	
low

	
1

	

	




	
TR3

	
2.219178

	
1.052962

	
0.046993

	
low

	
4

	

	




	
TR4

	
2.168297

	
1.062301

	
0.046826

	
low

	
5

	

	




	
TR5

	
2.2818

	
1.058505

	
0.038369

	
low

	
2

	

	




	
Perceived Enjoyment (EN)

	
0.032961

	

	

	
0.943947

	
Excellent




	
EN1

	
4.289628

	
0.745095

	
0.031328

	
very high

	
3

	

	




	
EN2

	
4.334638

	
0.708183

	
0.031162

	
very high

	
2

	

	




	
EN3

	
4.341176

	
0.72955

	
0.030181

	
very high

	
1

	

	




	
Social Influence (SI)

	
0.043723

	

	

	
0.850824

	
Good




	
SI1

	
2.868885

	
0.988379

	
0.043142

	
high

	
2

	

	




	
SI2

	
2.614481

	
0.975235

	
0.047382

	
high

	
3

	

	




	
SI3

	
2.892368

	
1.071082

	
0.039307

	
high

	
1

	

	




	
Behavioral Intention (BI)

	
0.046356

	

	

	
0.670738

	
Questionable *




	
BI1

	
3.076321

	
1.047896

	
0.04723

	
high

	
2

	

	




	
BI2

	
3.735812

	
1.067648

	
0.04573

	
high

	
1

	

	




	
BI3

	
2.998043

	
1.033743

	
0.047804

	
high

	
3

	

	




	
BI4

	
2.565558

	
1.080626

	
0.033185

	
low

	
4

	

	




	
Smartphones Addiction (SPA)

	
0.048888

	

	

	
0.926171

	
Excellent




	
SPA1

	
3.921722

	
1.10513

	
0.056677

	
high

	
1

	

	




	
SPA2

	
3.309198

	
1.281196

	
0.055068

	
high

	
3

	

	




	
SPA3

	
3.037182

	
1.244827

	
0.054364

	
high

	
9

	

	




	
SPA4

	
3.131115

	
1.228913

	
0.054317

	
high

	
8

	

	




	
SPA5

	
3.217221

	
1.227854

	
0.054334

	
high

	
5

	

	




	
SPA6

	
3.344423

	
1.228247

	
0.055917

	
high

	
2

	

	




	
SPA7

	
3.172211

	
1.264016

	
0.056826

	
high

	
7

	

	




	
SPA8

	
3.291585

	
1.284564

	
0.055535

	
high

	
4

	

	




	
SPA9

	
3.213307

	
1.25538

	
0.043374

	
high

	
6

	

	




	
Social Isolation (SocIso)

	
0.053553

	

	

	
0.971353

	
Excellent




	
SocIso1

	
2.849315

	
1.210572

	
0.051218

	
high

	
1

	

	




	
SocIso2

	
2.726027

	
1.15779

	
0.053225

	
high

	
3

	

	




	
SocIso3

	
2.731898

	
1.203158

	
0.052038

	
high

	
2

	

	




	
SocIso4

	
2.677104

	
1.176337

	
0.053186

	
high

	
5

	

	




	
SocIso5

	
2.700587

	
1.202277

	
0.049871

	
high

	
4

	

	








* After removing BI2, BI became (0.75266775).
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Table 5. Properties of the final measurement model.






Table 5. Properties of the final measurement model.





	
Factor loadings

	
S.E.

	
C.R.

	
P

	
Squared Multiple Correlations

	
CR

	
AVE






	
Perceived Usefulness (PU)

	

	

	

	
0.895

	
0.590




	
PU1

	
0.735

	
0.062

	
16.51

	
***

	
0.54

	

	




	
PU2

	
0.651

	
0.066

	
14.474

	
***

	
0.423

	

	




	
PU3

	
0.842

	
0.061

	
19.046

	
***

	
0.708

	

	




	
PU4

	
0.798

	
0.043

	
24.686

	
***

	
0.637

	

	




	
PU5

	
0.76

	

	

	

	
0.577

	

	




	
PU6

	
0.807

	
0.052

	
21.11

	
***

	
0.652

	

	




	
Perceived Ease of Use (PEoU)

	

	

	
0.866

	
0.620




	
PEU2

	
0.675

	
0.056

	
16.154

	
***

	
0.456

	

	




	
PEU3

	
0.842

	
0.046

	
21.205

	
***

	
0.709

	

	




	
PEU4

	
0.84

	

	

	

	
0.609

	

	




	
Trust (TR)

	

	

	

	

	
0.902

	
0.650




	
TR1

	
0.73

	
0.04

	
18.809

	
***

	
0.532

	

	




	
TR2

	
0.751

	
0.04

	
19.643

	
***

	
0.565

	

	




	
TR3

	
0.846

	
0.042

	
23.581

	
***

	
0.716

	

	




	
TR4

	
0.836

	
0.042

	
23.145

	
***

	
0.699

	

	




	
TR5

	
0.858

	

	

	

	
0.736

	

	




	
Perceived Enjoyment (EN)

	

	

	

	
0.948

	
0.859




	
EN1

	
0.825

	
0.029

	
30.568

	
***

	
0.68

	

	




	
EN2

	
0.97

	
0.017

	
57.624

	
***

	
0.942

	

	




	
EN3

	
0.978

	

	

	

	
0.956

	

	




	
Social Influence (SI)

	

	

	

	

	
0.855

	
0.664




	
SI1

	
0.823

	
0.062

	
17.093

	
***

	
0.678

	

	




	
SI2

	
0.892

	
0.065

	
17.483

	

	
0.795

	

	




	
SI3

	
0.719

	

	

	

	
0.517

	

	




	
Behavioral Intention (BI)

	

	

	

	
0.751

	
0.507




	
BI1

	
0.555

	
0.058

	
11.63

	
***

	
0.308

	

	




	
BI3

	
0.756

	
0.058

	
15.556

	
***

	
0.572

	

	




	
BI4

	
0.798

	

	

	

	
0.638

	

	




	
Smartphones Addiction (SPA)

	

	
0.923

	
0.576




	
SPA1

	
0.582

	
0.07

	
11.571

	
***

	
0.339

	

	




	
SPA2

	
0.74

	
0.086

	
13.901

	
***

	
0.548

	

	




	
SPA3

	
0.831

	
0.087

	
15.023

	
***

	
0.691

	

	




	
SPA4

	
0.755

	
0.083

	
14.147

	
***

	
0.569

	

	




	
SPA5

	
0.886

	
0.087

	
15.801

	
***

	
0.785

	

	




	
SPA6

	
0.893

	
0.088

	
15.809

	
***

	
0.798

	

	




	
SPA7

	
0.773

	
0.086

	
14.392

	
***

	
0.597

	

	




	
SPA8

	
0.615

	

	

	

	
0.378

	

	




	
SPA9

	
0.692

	
0.061

	
18.047

	
***

	
0.479

	

	




	
Social Isolation (SocIso)

	

	

	

	
0.969

	
0.863




	
SocIso1

	
0.877

	

	

	

	
0.769

	

	




	
SocIso2

	
0.867

	
0.025

	
38.381

	
***

	
0.752

	

	




	
SocIso3

	
0.953

	
0.031

	
35.21

	
***

	
0.909

	

	




	
SocIso4

	
0.968

	
0.029

	
36.745

	
***

	
0.938

	

	




	
SocIso5

	
0.972

	
0.03

	
37.159

	
***

	
0.945

	

	








*** means zero.
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Table 6. Goodness-of-fit statistics for measurement model.






Table 6. Goodness-of-fit statistics for measurement model.





	
Fit Indices

	
Authors

	
Recommended Value

	
Proposed Model Value






	
Chi square

	
[87]

	
p-value > 0.5

	
p = 0.000, CMIN = 1184, DF = 629




	
Chi-square Value/Degree of Freedom (CMIN/DF)

	
[80,82]

	
<5.0 better if <3.0

<5.0 if n > 200

<3.0 good

<5.0 sometimes permissible

	
1.910




	
[89]




	
[79]




	
Comparative Fit Index (CFI)

	
[89]

	
>0.90

	
0.964




	
[90]




	
Incremental Fit Index (IFI)

	
[87]

	
>0.90

	
0.964




	
Normed Fit Index (NFI)

	
[85]

	
>0.90

	
0.927




	
Parsimony Comparative Fix Index (PCFI)

	
[87]

	
>0.50

	
0.863




	
Parsimony-Adjusted Measures Index (PNFI)

	
[87]

	
>0.5

	
0.830




	
Root Mean Square Error of Approximation (RMSEA)

	
[91]

	
<0.08

<0.05

<0.08: good fit

0.08–0.1: moderate fit

>0.1: poor fit

	
0.042 and is between 0.039 and 0.046




	
[83]




	
[87]




	
Standardized Root Mean Square Residual (SRMR)

	
[79]

	
<0.09

	
0.0629
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Table 7. Convergent validity indicators.






Table 7. Convergent validity indicators.





	Constructs
	CR
	AVE
	MSV
	MaxR(H)





	Perceived Usefulness (PU)
	0.895
	0.590
	0.461
	0.903



	Perceived Ease of Use (PEoU)
	0.866
	0.620
	0.228
	0.878



	Trust (TR)
	0.902
	0.650
	0.355
	0.910



	Perceived Enjoyment (EN)
	0.948
	0.859
	0.228
	0.976



	Social Influence (SI)
	0.855
	0.664
	0.185
	0.873



	Behavioral Intention (BI)
	0.751
	0.507
	0.461
	0.781



	Smartphone Addiction (SPA)
	0.923
	0.576
	0.500
	0.941



	Social Isolation (SocIso)
	0.969
	0.863
	0.500
	0.980







No validity concerns here, according to [83] using [76].
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Table 8. Correlations of constructs.






Table 8. Correlations of constructs.
















	
	PU
	PEoU
	TR
	EN
	SI
	BI
	SPA
	SocIso





	PU
	0.768
	
	
	
	
	
	
	



	PEoU
	0.187 ***
	0.787
	
	
	
	
	
	



	TR
	0.517 ***
	0.075
	0.806
	
	
	
	
	



	EN
	0.126 **
	0.478 ***
	0.054
	0.927
	
	
	
	



	SI
	0.240 ***
	0.136 **
	0.430 ***
	0.109 *
	0.815
	
	
	



	BI
	0.679 ***
	0.136 *
	0.596 ***
	0.110 *
	0.410 ***
	0.712
	
	



	SPA
	−0.286 ***
	0.062
	−0.099 *
	0.045
	−0.014
	−0.259 ***
	0.759
	



	SocIso
	−0.239 ***
	0.014
	−0.075
	−0.011
	0.096 *
	−0.174 ***
	0.707 ***
	0.929







Significance of Correlations: * p < 0.050, ** p < 0.010, *** p < 0.001; thresholds from [83] using [76].
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Table 9. HTMT criterion measures.






Table 9. HTMT criterion measures.
















	
	PU
	PEoU
	TR
	EN
	SI
	BI
	SPA
	SocIso





	PU
	
	
	
	
	
	
	
	



	PEoU
	0.210
	
	
	
	
	
	
	



	TR
	0.533
	0.110
	
	
	
	
	
	



	EN
	0.131
	0.500
	0.031
	
	
	
	
	



	SI
	0.219
	0.159
	0.415
	0.125
	
	
	
	



	BI
	0.670
	0.145
	0.606
	0.124
	0.372
	
	
	



	SPA
	0.252
	0.071
	0.071
	0.095
	0.008
	0.225
	
	



	SocIso
	0.235
	0.005
	0.061
	0.009
	0.107
	0.156
	0.698
	







HTMT Warnings: There are no warnings for this HTMT analysis [76,92]. Thresholds are 0.850 for strict and 0.900 for liberal discriminant validity.
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Table 10. Summary of the results for the research theoretical model.






Table 10. Summary of the results for the research theoretical model.





	Research Proposed Paths
	Estimate
	S.E.
	C.R.
	P
	Label





	H1: PU→BI
	0.519
	0.065
	9.213
	0.000
	Supported



	H2: PEOU→BI
	−0.016
	0.074
	−0.341
	0.733
	Not Supported



	H3: TR→BI
	0.172
	0.054
	3.592
	0.000
	Supported



	H4: EN→BI
	0.016
	0.057
	0.343
	0.732
	Not Supported



	H5: SI→BI
	0.25
	0.052
	4.578
	0.000
	Supported



	H6:BI→SPA
	−0.268
	0.048
	−5.142
	0.000
	Supported



	H7: SPA→SocIso
	0.707
	0.075
	12.754
	0.000
	Supported
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Table 11. Group statistics of children’s and responders’ gender.






Table 11. Group statistics of children’s and responders’ gender.





	

	
Group Statistics






	
Child Gender

	

	
Gender

	
N

	
Mean

	
Std. Deviation

	
Std. Error Mean




	
SPA

	
Male

	
174

	
0.0084

	
0.77935

	
0.05908




	
Female

	
337

	
−0.0044

	
0.76615

	
0.04173




	
BI

	
Male

	
174

	
−0.0048

	
0.78059

	
0.05918




	
Female

	
337

	
0.0025

	
0.78924

	
0.04299




	
SocIso

	
Male

	
174

	
−0.0059

	
1.03543

	
0.0785




	
Female

	
337

	
0.003

	
1.06022

	
0.05775




	
Responders’ Gender

	
SPA

	
Male

	
367

	
0.0074

	
0.77361

	
0.04038




	
Female

	
144

	
−0.0188

	
0.76283

	
0.06357




	
BI

	
Male

	
367

	
0.0305

	
0.80204

	
0.04187




	
Female

	
144

	
−0.0776

	
0.73885

	
0.06157




	
SocIso

	
Male

	
367

	
−0.0085

	
1.03608

	
0.05408




	
Female

	
144

	
0.0217

	
1.09094

	
0.09091
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Table 12. Independent sample test, Levene’s Test, and t-test for responder and child gender.






Table 12. Independent sample test, Levene’s Test, and t-test for responder and child gender.





	

	
Independent Samples Test






	

	

	
Levene’s Test for Equality of Variances

	
t-Test for Equality of Means




	
F

	
Sig.

	
t

	
df

	
Sig. (2-Tailed)

	
Mean Difference

	
Std. Error Difference

	
95% Confidence Interval of the Difference




	
Lower

	
Upper




	
Child Gender

	
SPA

	
Equal variances assumed

	
0.066

	
0.798

	
0.178

	
509

	
0.859

	
0.01279

	
0.07194

	
−0.12855

	
0.15413




	
Equal variances not assumed

	

	
0.177

	
344.551

	
0.86

	
0.01279

	
0.07234

	
−0.12949

	
0.15506




	
BI

	
Equal variances assumed

	
0.303

	
0.583

	
−0.099

	
509

	
0.922

	
−0.00723

	
0.0734

	
−0.15144

	
0.13698




	
Equal variances not assumed

	

	
−0.099

	
353.166

	
0.921

	
−0.00723

	
0.07314

	
−0.15109

	
0.13662




	
SocIso

	
Equal variances assumed

	
0.149

	
0.7

	
−0.09

	
509

	
0.928

	
−0.00888

	
0.09819

	
−0.20179

	
0.18404




	
Equal variances not assumed

	

	
−0.091

	
357.12

	
0.927

	
−0.00888

	
0.09745

	
−0.20053

	
0.18278




	
Responders’ Gender

	
SPA

	
Equal variances assumed

	
0.003

	
0.953

	
0.345

	
509

	
0.73

	
0.02617

	
0.07577

	
−0.1227

	
0.17503




	
Equal variances not assumed

	

	
0.347

	
264.849

	
0.729

	
0.02617

	
0.07531

	
−0.12212

	
0.17445




	
BI

	
Equal variances assumed

	
1.568

	
0.211

	
1.401

	
509

	
0.162

	
0.10811

	
0.07717

	
−0.04351

	
0.25972




	
Equal variances not assumed

	

	
1.452

	
282.228

	
0.148

	
0.10811

	
0.07446

	
−0.03845

	
0.25467




	
SocIso

	
Equal variances assumed

	
0.924

	
0.337

	
−0.292

	
509

	
0.771

	
−0.03018

	
0.10342

	
−0.23337

	
0.17301




	
Equal variances not assumed

	

	
−0.285

	
249.896

	
0.776

	
−0.03018

	
0.10578

	
−0.23852

	
0.17816
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Table 13. ANOVA analysis of respondents’ BI, SocIso, and SPA attributed to respondents’ age, child age, internet experience, number of children in the family, and time spent using a smartphone.






Table 13. ANOVA analysis of respondents’ BI, SocIso, and SPA attributed to respondents’ age, child age, internet experience, number of children in the family, and time spent using a smartphone.





	

	
Sum of Squares

	
df

	
Mean Square

	
F

	
Sig.






	
BI attributed to respondents age

	
Between Groups

	
7.343

	
4

	
1.836

	
3.022

	
0.018




	
Within Groups

	
307.366

	
506

	
0.607




	
Total

	
314.709

	
510

	




	
BI attributed to child age

	
Between Groups

	
13.664

	
5

	
2.733

	
4.584

	
0




	
Within Groups

	
301.045

	
505

	
0.596




	
Total

	
314.709

	
510

	




	
BI attributed to Internet experience

	
Between Groups

	
10.434

	
2

	
5.217

	
8.71

	
0




	
Within Groups

	
304.275

	
508

	
0.599




	
Total

	
314.709

	
510

	




	
SocIso attributed to number of children in family

	
Between Groups

	
15.549

	
4

	
3.887

	
3.592

	
0.007




	
Within Groups

	
547.624

	
506

	
1.082




	
Total

	
563.173

	
510

	




	
BI attributed to hours spent on smartphone

	
Between Groups

	
6.084

	
4

	
1.521

	
2.494

	
0.042




	
Within Groups

	
308.624

	
506

	
0.61




	
Total

	
314.709

	
510

	




	
SPA attributed to hours spent on smartphone

	
Between Groups

	
34.229

	
4

	
8.557

	
16.151

	
0




	
Within Groups

	
268.094

	
506

	
0.53




	
Total

	
302.324

	
510

	




	
SocIso attributed to hours spent on smartphone

	
Between Groups

	
18.547

	
4

	
4.637

	
4.308

	
0.002




	
Within Groups

	
544.626

	
506

	
1.076




	
Total

	
563.173

	
510
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Table 14. Multiple comparisons analysis of the BI attributed to respondents’ age using Tukey HSD.






Table 14. Multiple comparisons analysis of the BI attributed to respondents’ age using Tukey HSD.





	
Dependent Variable

	
(I) Responder Age (Years)

	
(J) Responder Age (Years)

	
Mean Difference (I–J)

	
Std. Error

	
Sig.

	
95% Confidence Interval




	
Lower Bound

	
Upper Bound






	
BI attributed to respondents age

	
18–28

	
28–38

	
0.08693

	
0.20193

	
0.993

	
−0.4659

	
0.6398




	
38–48

	
0.08499

	
0.20200

	
0.993

	
−0.4680

	
0.6380




	
48–58

	
−0.29606

	
0.22138

	
0.668

	
−0.9021

	
0.3100




	
greater than 58

	
−0.10067

	
0.31418

	
0.998

	
−0.9608

	
0.7594




	
28–38

	
18–28

	
−0.08693

	
0.20193

	
0.993

	
−0.6398

	
0.4659




	
38–48

	
−0.00194

	
0.07517

	
1.000

	
−0.2077

	
0.2039




	
48–58

	
−0.38299 *

	
0.11771

	
0.011

	
−0.7053

	
−0.0607




	
greater than 58

	
−0.18759

	
0.25210

	
0.946

	
−0.8778

	
0.5026




	
38–48

	
18–28

	
−0.08499

	
0.20200

	
0.993

	
−0.6380

	
0.4680




	
28–38

	
0.00194

	
0.07517

	
1.000

	
−0.2039

	
0.2077




	
48–58

	
−0.38105 *

	
0.11783

	
0.011

	
−0.7036

	
−0.0585




	
greater than 58

	
−0.18565

	
0.25216

	
0.948

	
−0.8760

	
0.5047




	
48–58

	
18–28

	
0.29606

	
0.22138

	
0.668

	
−0.3100

	
0.9021




	
28–38

	
0.38299 *

	
0.11771

	
0.011

	
0.0607

	
0.7053




	
38–48

	
0.38105 *

	
0.11783

	
0.011

	
0.0585

	
0.7036




	
greater than 58

	
0.19540

	
0.26793

	
0.950

	
−0.5381

	
0.9289




	
greater than 58

	
18–28

	
0.10067

	
0.31418

	
0.998

	
−0.7594

	
0.9608




	
28–38

	
0.18759

	
0.25210

	
0.946

	
−0.5026

	
0.8778




	
38–48

	
0.18565

	
0.25216

	
0.948

	
−0.5047

	
0.8760




	
48–58

	
−0.19540

	
0.26793

	
0.950

	
−0.9289

	
0.5381








* The mean difference is significant at the 0.05 level.
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Table 15. Multiple comparisons analysis of the BI attributed to the child’s age using Tukey HSD.






Table 15. Multiple comparisons analysis of the BI attributed to the child’s age using Tukey HSD.





	
Dependent Variable

	
(I) Child Age (Years)

	
(J) Child Age (Years)

	
Mean Difference (I–J)

	
Std. Error

	
Sig.

	
95% Confidence Interval




	
Lower Bound

	
Upper Bound






	
BI

	
0–3

	
3–6

	
0.00628

	
0.11805

	
1.000

	
−0.3314

	
0.3440




	
6–9

	
−0.10079

	
0.12720

	
0.969

	
−0.4647

	
0.2631




	
9–12

	
−0.20523

	
0.13029

	
0.615

	
−0.5780

	
0.1675




	
12–15

	
−0.23493

	
0.13800

	
0.531

	
−0.6297

	
0.1598




	
15–17

	
−0.64023 *

	
0.17002

	
0.003

	
−1.1266

	
−0.1539




	
3–6

	
0–3

	
−0.00628

	
0.11805

	
1.000

	
−0.3440

	
0.3314




	
6–9

	
−0.10707

	
0.09777

	
0.883

	
−0.3868

	
0.1726




	
9–12

	
−0.21151

	
0.10176

	
0.300

	
−0.5026

	
0.0796




	
12–15

	
−0.24121

	
0.11146

	
0.257

	
−0.5601

	
0.0776




	
15–17

	
−0.64651 *

	
0.14929

	
0.000

	
−1.0736

	
−0.2195




	
6–9

	
0–3

	
0.10079

	
0.12720

	
0.969

	
−0.2631

	
0.4647




	
3–6

	
0.10707

	
0.09777

	
0.883

	
−0.1726

	
0.3868




	
9–12

	
−0.10444

	
0.11225

	
0.939

	
−0.4256

	
0.2167




	
12–15

	
−0.13414

	
0.12112

	
0.878

	
−0.4806

	
0.2123




	
15–17

	
−0.53944 *

	
0.15662

	
0.008

	
−0.9875

	
−0.0914




	
9–12

	
0–3

	
0.20523

	
0.13029

	
0.615

	
−0.1675

	
0.5780




	
3–6

	
0.21151

	
0.10176

	
0.300

	
−0.0796

	
0.5026




	
6–9

	
0.10444

	
0.11225

	
0.939

	
−0.2167

	
0.4256




	
12–15

	
−0.02970

	
0.12436

	
1.000

	
−0.3854

	
0.3260




	
15–17

	
−0.43500

	
0.15914

	
0.071

	
−0.8903

	
0.0203




	
12–15

	
0–3

	
0.23493

	
0.13800

	
0.531

	
−0.1598

	
0.6297




	
3–6

	
0.24121

	
0.11146

	
0.257

	
−0.0776

	
0.5601




	
6–9

	
0.13414

	
0.12112

	
0.878

	
−0.2123

	
0.4806




	
9–12

	
0.02970

	
0.12436

	
1.000

	
−0.3260

	
0.3854




	
15–17

	
−0.40530

	
0.16552

	
0.142

	
−0.8788

	
0.0682




	
15–17

	
0–3

	
0.64023 *

	
0.17002

	
0.003

	
0.1539

	
1.1266




	
3–6

	
0.64651 *

	
0.14929

	
0.000

	
0.2195

	
1.0736




	
6–9

	
0.53944 *

	
0.15662

	
0.008

	
0.0914

	
0.9875




	
9–12

	
0.43500

	
0.15914

	
0.071

	
−0.0203

	
0.8903




	
12–15

	
0.40530

	
0.16552

	
0.142

	
−0.0682

	
0.8788








* The mean difference is significant at the 0.05 level.
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Table 16. Multiple comparisons analysis of the BI attributed to internet experience using Tukey HSD.






Table 16. Multiple comparisons analysis of the BI attributed to internet experience using Tukey HSD.





	
Dependent Variable

	
(I) Internet Exp

	
(J) Internet Exp

	
Mean Difference (I–J)

	
Std. Error

	
Sig.

	
95% Confidence Interval




	
Lower Bound

	
Upper Bound






	
BI

	
Low

	
Good

	
−0.14842

	
0.09919

	
0.294

	
−0.3816

	
0.0847




	
Excellent

	
−0.38911 *

	
0.10311

	
0.001

	
−0.6315

	
−0.1467




	
Good

	
Low

	
0.14842

	
0.09919

	
0.294

	
−0.0847

	
0.3816




	
Excellent

	
−0.24069 *

	
0.07538

	
0.004

	
−0.4179

	
−0.0635




	
Excellent

	
Low

	
0.38911 *

	
0.10311

	
0.001

	
0.1467

	
0.6315




	
Good

	
0.24069 *

	
0.07538

	
0.004

	
0.0635

	
0.4179








* The mean difference is significant at the 0.05 level.
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Table 17. Multiple comparisons analysis of the SocIso attributed to the number of children in the family using Tukey HSD.






Table 17. Multiple comparisons analysis of the SocIso attributed to the number of children in the family using Tukey HSD.





	
Dependent Variable

	
(I) Number of Children

	
(J) Number of Children

	
Mean Difference (I–J)

	
Std. Error

	
Sig.

	
95% Confidence Interval




	
Lower Bound

	
Upper Bound






	
SocIso

	
1

	
2

	
0.32438

	
0.13643

	
0.123

	
−0.0491

	
0.6979




	
3

	
0.28950

	
0.14468

	
0.267

	
−0.1066

	
0.6856




	
4

	
−0.14367

	
0.16791

	
0.913

	
−0.6033

	
0.3160




	
5 or more

	
0.14492

	
0.19947

	
0.950

	
−0.4012

	
0.6910




	
2

	
1

	
−0.32438

	
0.13643

	
0.123

	
−0.6979

	
0.0491




	
3

	
−0.03488

	
0.11866

	
0.998

	
−0.3597

	
0.2900




	
4

	
−0.46804 *

	
0.14609

	
0.013

	
−0.8680

	
−0.0681




	
5 or more

	
−0.17946

	
0.18149

	
0.860

	
−0.6763

	
0.3174




	
3

	
1

	
−0.28950

	
0.14468

	
0.267

	
−0.6856

	
0.1066




	
2

	
0.03488

	
0.11866

	
0.998

	
−0.2900

	
0.3597




	
4

	
−0.43317 *

	
0.15382

	
0.040

	
−0.8543

	
−0.0121




	
5 or more

	
−0.14458

	
0.18776

	
0.939

	
−0.6586

	
0.3694




	
4

	
1

	
0.14367

	
0.16791

	
0.913

	
−0.3160

	
0.6033




	
2

	
0.46804 *

	
0.14609

	
0.013

	
0.0681

	
0.8680




	
3

	
0.43317 *

	
0.15382

	
0.040

	
0.0121

	
0.8543




	
5 or more

	
0.28858

	
0.20620

	
0.628

	
−0.2759

	
0.8531




	
5 or more

	
1

	
−0.14492

	
0.19947

	
0.950

	
−0.6910

	
0.4012




	
2

	
0.17946

	
0.18149

	
0.860

	
−0.3174

	
0.6763




	
3

	
0.14458

	
0.18776

	
0.939

	
−0.3694

	
0.6586




	
4

	
−0.28858

	
0.20620

	
0.628

	
−0.8531

	
0.2759








* The mean difference is significant at the 0.05 level.
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Table 18. Multiple comparisons analysis of the BI attributed to the number of hours on a smartphone using Tukey HSD.






Table 18. Multiple comparisons analysis of the BI attributed to the number of hours on a smartphone using Tukey HSD.





	
Dependent Variable

	
(I) Hours on Phone

	
(J) Hours on Phone

	
Mean Difference (I–J)

	
Std. Error

	
Sig.

	
95% Confidence Interval




	
Lower Bound

	
Upper Bound






	
BI

	
1 h

	
2 h

	
−0.11008

	
0.10955

	
0.853

	
−0.4100

	
0.1898




	
3 h

	
−0.30380 *

	
0.10955

	
0.045

	
−0.6037

	
−0.0039




	
4 h

	
−0.27747

	
0.11823

	
0.132

	
−0.6011

	
0.0462




	
5 h or more

	
−0.14397

	
0.10714

	
0.664

	
−0.4373

	
0.1493




	
2 h

	
1 h

	
0.11008

	
0.10955

	
0.853

	
−0.1898

	
0.4100




	
3 h

	
−0.19371

	
0.10628

	
0.362

	
−0.4847

	
0.0972




	
4 h

	
−0.16739

	
0.11520

	
0.594

	
−0.4828

	
0.1480




	
5 h or more

	
−0.03388

	
0.10379

	
0.998

	
−0.3180

	
0.2503




	
3 h

	
1 h

	
0.30380 *

	
0.10955

	
0.045

	
0.0039

	
0.6037




	
2 h

	
0.19371

	
0.10628

	
0.362

	
−0.0972

	
0.4847




	
4 h

	
0.02633

	
0.11520

	
0.999

	
−0.2891

	
0.3417




	
5 h or more

	
0.15983

	
0.10379

	
0.537

	
−0.1243

	
0.4440




	
4 h

	
1 h

	
0.27747

	
0.11823

	
0.132

	
−0.0462

	
0.6011




	
2 h

	
0.16739

	
0.11520

	
0.594

	
−0.1480

	
0.4828




	
3 h

	
−0.02633

	
0.11520

	
0.999

	
−0.3417

	
0.2891




	
5 h or more

	
0.13351

	
0.11291

	
0.762

	
−0.1756

	
0.4426




	
5 h or more

	
1 h

	
0.14397

	
0.10714

	
0.664

	
−0.1493

	
0.4373




	
2 h

	
0.03388

	
0.10379

	
0.998

	
−0.2503

	
0.3180




	
3 h

	
−0.15983

	
0.10379

	
0.537

	
−0.4440

	
0.1243




	
4 h

	
−0.13351

	
0.11291

	
0.762

	
−0.4426

	
0.1756








* The mean difference is significant at the 0.05 level.
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Table 19. Multiple comparisons analysis of the SPA attributed to the number of hours on the smartphone using Tukey HSD.






Table 19. Multiple comparisons analysis of the SPA attributed to the number of hours on the smartphone using Tukey HSD.





	
Dependent Variable

	
(I) Hours on Phone

	
(J) Hours on Phone

	
Mean Difference (I–J)

	
Std. Error

	
Sig.

	
95% Confidence Interval




	
Lower Bound

	
Upper Bound






	
SPA

	
1 h

	
2 h

	
−0.05714

	
0.10210

	
0.981

	
−0.3367

	
0.2224




	
3 h

	
−0.19399

	
0.10210

	
0.319

	
−0.4735

	
0.0855




	
4 h

	
−0.46644 *

	
0.11019

	
0.000

	
−0.7681

	
−0.1648




	
5 h or more

	
−0.66632 *

	
0.09986

	
0.000

	
−0.9397

	
−0.3929




	
2 h

	
1 h

	
0.05714

	
0.10210

	
0.981

	
−0.2224

	
0.3367




	
3 h

	
−0.13685

	
0.09905

	
0.640

	
−0.4080

	
0.1343




	
4 h

	
−0.40930 *

	
0.10737

	
0.001

	
−0.7032

	
−0.1154




	
5 h or more

	
−0.60918 *

	
0.09674

	
0.000

	
−0.8740

	
−0.3443




	
3 h

	
1 h

	
0.19399

	
0.10210

	
0.319

	
−0.0855

	
0.4735




	
2 h

	
0.13685

	
0.09905

	
0.640

	
−0.1343

	
0.4080




	
4 h

	
−0.27245

	
0.10737

	
0.084

	
−0.5664

	
0.0215




	
5 h or more

	
−0.47233 *

	
0.09674

	
0.000

	
−0.7372

	
−0.2075




	
4 h

	
1 h

	
0.46644 *

	
0.11019

	
0.000

	
0.1648

	
0.7681




	
2 h

	
0.40930 *

	
0.10737

	
0.001

	
0.1154

	
0.7032




	
3 h

	
0.27245

	
0.10737

	
0.084

	
−0.0215

	
0.5664




	
5 h or more

	
−0.19988

	
0.10524

	
0.319

	
−0.4880

	
0.0882




	
5 h or more

	
1 h

	
0.66632 *

	
0.09986

	
0.000

	
0.3929

	
0.9397




	
2 h

	
0.60918 *

	
0.09674

	
0.000

	
0.3443

	
0.8740




	
3 h

	
0.47233 *

	
0.09674

	
0.000

	
0.2075

	
0.7372




	
4 h

	
0.19988

	
0.10524

	
0.319

	
−0.0882

	
0.4880








* The mean difference is significant at the 0.05 level.
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Table 20. Multiple comparisons analysis of the SocIso attributed to the number of hours on smartphones using Tukey HSD.






Table 20. Multiple comparisons analysis of the SocIso attributed to the number of hours on smartphones using Tukey HSD.





	
Dependent Variable

	
(I) Hours on Phone

	
(J) Hours on Phone

	
Mean Difference (I–J)

	
Std. Error

	
Sig.

	
95% Confidence Interval




	
Lower Bound

	
Upper Bound






	
SocIso

	
1 h

	
2 h

	
0.21410

	
0.14553

	
0.582

	
−0.1843

	
0.6125




	
3 h

	
0.05756

	
0.14553

	
0.995

	
−0.3408

	
0.4560




	
4 h

	
−0.09326

	
0.15705

	
0.976

	
−0.5232

	
0.3367




	
5 h or more

	
−0.33248

	
0.14233

	
0.135

	
−0.7221

	
0.0572




	
2 h

	
1 h

	
−0.21410

	
0.14553

	
0.582

	
−0.6125

	
0.1843




	
3 h

	
−0.15654

	
0.14118

	
0.802

	
−0.5430

	
0.2300




	
4 h

	
−0.30736

	
0.15304

	
0.263

	
−0.7263

	
0.1116




	
5 h or more

	
−0.54659 *

	
0.13788

	
0.001

	
−0.9241

	
−0.1691




	
3 h

	
1 h

	
−0.05756

	
0.14553

	
0.995

	
−0.4560

	
0.3408




	
2 h

	
0.15654

	
0.14118

	
0.802

	
−0.2300

	
0.5430




	
4 h

	
−0.15083

	
0.15304

	
0.862

	
−0.5698

	
0.2681




	
5 h or more

	
−0.39005 *

	
0.13788

	
0.039

	
−0.7675

	
−0.0126




	
4 h

	
1 h

	
0.09326

	
0.15705

	
0.976

	
−0.3367

	
0.5232




	
2 h

	
0.30736

	
0.15304

	
0.263

	
−0.1116

	
0.7263




	
3 h

	
0.15083

	
0.15304

	
0.862

	
−0.2681

	
0.5698




	
5 h or more

	
−0.23922

	
0.15000

	
0.501

	
−0.6499

	
0.1714




	
5 h or more

	
1 h

	
0.33248

	
0.14233

	
0.135

	
−0.0572

	
0.7221




	
2 h

	
0.54659 *

	
0.13788

	
0.001

	
0.1691

	
0.9241




	
3 h

	
0.39005 *

	
0.13788

	
0.039

	
0.0126

	
0.7675




	
4 h

	
0.23922

	
0.15000

	
0.501

	
−0.1714

	
0.6499








* The mean difference is significant at the 0.05 level.
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