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Abstract: Advances in web technology and the widespread use of smartphones and PCs have proven
that it is possible to optimize various services using personal data, such as location information
and search history. While considerations of personal privacy and legal aspects lead to situations
where data are monopolized by individual services and companies, a replication crisis has been
pointed out for the data of laboratory experiments, which is challenging to solve given the difficulty
of data distribution. To ensure distribution of experimental data while guaranteeing security, an
online experiment platform can be a game changer. Current online experiment platforms have not
yet considered improving data distribution, and it is currently difficult to use the data obtained
from one experiment for other purposes. In addition, various devices such as activity meters and
consumer-grade electroencephalography meters are emerging, and if a platform that collects data
from such devices and tasks online is to be realized, the platform will hold a large amount of sensitive
data, making it even more important to ensure security. We propose GO-E-MON, a service that
combines an online experimental environment with a distributed personal data store (PDS), and
explain how GO-E-MON can realize the reuse of experimental data with the subject’s consent by
connecting to a distributed PDS. We report the results of the experiment in a groupwork lecture
for university students to verify whether this method works. By building an online experiment
environment integrated with a distributed PDS, we present the possibility of integrating multiple
experiments performed by different experimenters—with the consent of individual subjects—while
solving the security issues.

Keywords: online experiment platform; distributed personal data store; wearable sensors

1. Introduction

Personal data, such as location information and web search history, are the “oil field”
of modern data-intensive science [1] and the foundation of the modern online economy [2].
Currently, such information is collected by various applications and is used to optimize
services and experiences [3]. However, since these data are collected by different services
and companies, it is impossible to combine and analyze all obtained data, which may
prevent the realization of potentially innovative services and research. One reason for this
is that handling this information requires consideration of individual privacy and legal
aspects [4–6]. A distributed personal data store (PDS) has been proposed as a solution to
these problems [7,8].

The use of technologies that ensure the security of personal data, such as a distributed
PDS for the management of laboratory data, can also be expected to improve the soundness
of research procedures in the field of behavioral science. Traditional academic research
in which data management and hypothesis generation are the exclusive responsibility of
the experimenter is inherently dangerous in the sense that the significance level criterion
based on classical hypothesis testing depends on the experimenter’s initial hypothesis
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formulation. If a researcher collects many types of data, the possibility of obtaining a
statistic that is significant at the 5% level by chance is also increased. If the researcher
wants to handle multiple tests properly, the results that can be claimed depend on “how
the independent variables were set (and reported) by the original hypothesis” and at
what point the data collection was discontinued. The problem of a “reproducibility crisis”
of research results exists in all academic disciplines [9], but it is considered particularly
serious in the fields of medicine and psychology. A survey report [10] found that the
reproducibility of psychology papers published in top journals is at best 50%, and this has
shocked the research community.

Many factors affect the results of research on living organisms and human subjects, and
it is impossible to control fully the necessary conditions in a single study, especially in the
social sciences [11]. Although the research design strongly depends on the experimenter’s
expectations, popular hypotheses about topics of interest to many people are periodically
replaced, and novel (though less certain) theories are cited as often as those that stand up
to more rigorous testing [12]. The main ways to deal with such trust-shaking situations
are to (1) disclose hypotheses and plans for data analysis in advance [13], (2) release raw
data to withstand follow-up testing by third parties; and (3) shift to open data science
(based on large-scale data) that pools acquired data. It has been pointed out that the
problem with the conduct outlined in (1) is that it ultimately depends on the researcher’s
sense of ethics [14]. In addition, as new data acquisition and analysis techniques are being
developed at an unprecedented rate, limiting the use of hypotheses and analysis techniques
that have already been tested at the time of the research design will reduce the field’s
competitiveness, and basic research will lag behind commercial and engineering research
that does not require such effort. While the call for data disclosure ((2) above) is plausible,
there are many data that cannot be obtained if disclosure is a prerequisite, such as medical
information, social discrimination, and information that may lead to personal identification.
Furthermore, even when a meta-analysis is conducted to verify the reproducibility of
previous studies, simple integration is likely to lead to false negatives [15,16].

In biology, it has become mainstream to use bioinformatics and machine learning to
refine hypotheses based on the large-scale accumulation of whole genome, expression, and
brain function measurement data ((3) above). However, in psychology and education, the
data acquisition method is relatively simple, and it is not difficult for people to interpret
the data, which in turn raises privacy concerns and tends to limit the discussion to that
outlined in (1) and (2) above. If laboratory experiments can be conducted online and
users can accumulate their data longitudinally on the PDS, they can share the data after
anonymizing such data based on their own intentions. If they can use analysis services to
make sense of the data, this would allow them to integrate and take advantage of valuable
big data with their consent, which may lead to the honing of useful theories that do not
depend on the intentions of experimenters or the trends of academic theories.

In this paper, we propose “GOod Experiment for Mankind Online” (GO-E-MON),
which is a novel combination of online experimental tools and a distributed PDS, to conduct
laboratory experiments online and allow users to contribute to the acquisition, manage-
ment, and utilization of their own experimental data. The platform, which has both the task
delivery capability of an online experiment platform and the ability to store experimental
data in the experimenter’s and subject’s own storage using a distributed PDS, not only
facilitates experiments such as long-term tests to measure cognitive functions and emo-
tions [17–19], but also has the potential to realize more advanced experiments, combining
various physiological data such as electroencephalography (EEG) and anthropometry over
a long period with the subject’s consent. Enabling individuals to manage their own experi-
mental data, MYND [20]—an EEG experiment service provider—uses a consumer-grade
EEG monitor that allows individuals to measure and manage their own data. Although
MYND is designed for EEG and EEG-related experimental tasks, this platform enables
each experimenter to design new feedback programs freely, with the ability to link any
measurement device and deliver any experimental task. It is also possible for subjects to
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understand the value of such data and provide their own experimental data to third-party
experimenters as they choose, and this can lead to a virtual pool of experimental big data.

1.1. Online Experiment Platform

Online experiments using the World-Wide Web have a long history, starting with the
experiment by Johnson-Laird et al. in 1999 [21], and recently, open-source frameworks
and software [22–24] have made it easier to conduct online experiments. Nevertheless, the
implementation of online experiments is a time-consuming process for experimenters; it
includes writing the program, deploying the program on the machine, and paying attention
to security updates. Therefore, instead of deploying their own servers, experimenters can
choose to use web services for online experiments. For example, Amazon Mechanical
Turk [25] is a service developed to ask people to perform tasks that are difficult for comput-
ers to perform, but it can be used for online experiments by registering questionnaires and
tasks that test cognitive abilities as tasks. PsyToolkit [26] is an online laboratory tool that
specializes in cognitive psychology experiments and can be used for questionnaires and
other tasks that are well known in cognitive psychology experiments, such as the N-back
task. These can only be performed with questionnaires or tasks that ask for cognitive
performance and are difficult to integrate with data from electroencephalographs, heart
rate monitors, and so on, as used in laboratory experiments.

As an alternative to various sensors such as electroencephalographs and heart rate
monitors used in existing laboratory experiments, currently available consumer-grade
wearable sensors can be used. For example, watch-type wearable sensors can be used to
obtain information about sleep and pulse waves, and the relationship between these and
cognitive and physical performance has been investigated [27,28]. In addition, portable
electroencephalographs are available, and experiments have been conducted using these
devices [29,30]. By combining these sensors in an online experimental environment, a wide
range of experiments can be performed, and new insights can be obtained by integrating
these experimental data. Gorilla [31] allows experimenters to write scripts freely, and it is
expected to work with these sensors. However, for all of the online experiment services
mentioned above, the experimental data are stored in a specific server managed by the
service provider. The experimental data obtained by these devices are extremely sensitive,
and centralized management on a specific server involves various risks, such as leaks due
to cracks.

1.2. Personal Data Stores

As platforms that allow individuals to manage their own data securely, distributed
PDSs are attracting attention, and researchers and platformers are exploring and developing
them. To utilize personal data, such as location information, search history, call history, and
so on, openPDS/SafeAnswers [7] by Pentland et al. realized a method for processing data
that uses personal data safely by executing a small code provided by the service provider
in the user’s environment—a code that performs a certain calculation from personal data
and returns only the result to the service provider instead of sharing the personal data.
This method is very secure because the database containing the personal data is closed
within the user’s own device. Another example is Personary [8] by Hashida, which is one
of the distributed PDSs. Keeping the data encrypted in the storage of the public cloud
service with a secret key that can only be used within the user’s own application achieves
both availability in the public cloud and security. Personary uses a data model in which
data are managed in units of channels, and each channel has a timeline in which items
with timestamps are stored. The user’s channel and items are encrypted with different
symmetric keys and can be disclosed to another user. The users can become “friends” with
each other and share a public key corresponding to their private key. The user encrypts the
symmetric key of the channel that he/she wants to share with the public key and transfers
it to the user with whom they want to share, and that user can then decrypt the shared
channel using the channel’s key decrypted by his/her private key. Because the channel
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contains the symmetric key of the items in it, the user can also decrypt the items in it. Both
applications focus on how to store and manage the accumulated data safely but do not
address how to collect the experimental data obtained in experiments and the distribution
methods, which are discussed in this paper.

If users’ various experimental data obtained from online experimental services, such
as answers to questionnaires, task scores, their own EEG data from wearable devices, and
cognitive task scores can be stored in their own PDS, with their consent they can share
their data with researchers and service providers. In addition, by storing the experimental
data in the experimenter’s PDS instead of the centralized online experiment environment,
a decentralized management of the data in the online experiment environment can be
achieved, thereby reducing the risk of data leakage.

2. Materials and Methods

The goal of GO-E-MON is to add the function of storing experimental data in the
distributed PDS to the online experiment platform, realizing the safe collection of experi-
mental data by experimenters, and the management of experimental data by the subjects
themselves, which was not previously possible.

GO-E-MON is provided as a Software as a Service-type (SaaS) service that provides
an application server with online experiment distribution capabilities. The experimental
data obtained from the experiments on GO-E-MON are not permanently stored in the
application server, but are sent immediately to the PDS of the experimenter and the PDS of
the subject (Figure 1).
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Figure 1. Overview of GO-E-MON: Experimenters can deliver the task to subjects through GO-E-
MON. Each experimenter and subject have their own PDS (Personary), and GO-E-MON stores the
experimental data in each PDS. Subjects have their own experimental data for the experiments that
they have participated in and can provide such data to another experimenter as they please.

GO-E-MON uses Personary [8] as a distributed PDS. Experimenters and subjects can
receive the experimental data recorded by GO-E-MON by sharing the experimental data
storage channel from their own personal accounts to GO-E-MON. GO-E-MON does not
add any information, such as email address or user ID, that can match the subject with the
experimental data, so that the experimenter cannot easily identify his own experimental
data against the experimental data of other experimenters. Instead, GO-E-MON generates
a different pseudonym for each user for each experiment, appends this pseudonym to the
experimental data, and stores the data in the PDS of the experimenter. Then, after sending
the data to the PDS of the experimenter and the subject, the data are deleted from GO-E-
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MON. This mechanism prevents large-scale data leaks due to intrusion into the centrally
managed application server, and makes it difficult for the data of the experimenters to be
merged with other data if the data are leaked.

The experimental data stored in the subject’s PDS can be managed and utilized by
the subject at his/her own discretion. For example, the data can be used to provide a log
of the subject’s past task execution for an experiment that asks about long-term changes
in cognitive ability. For subjects to manage and operate these experimental data properly,
they need to understand fully the value of the data. Therefore, we conducted a lecture in
which students actually received their own experimental data as subjects in the PDS and
analyzed their data.

In this study, we developed a prototype service based on the GO-E-MON concept and
used it in a groupwork-style lecture on cognitive science to confirm that experimenters can
deliver tasks and obtain results, and to investigate whether the subjects can understand the
value of the data in the PDS by analyzing it (the service is available at https://goemon.
cloud, accessed on 11 November 2021).

2.1. Architecture

GO-E-MON consists of a TaskEditor for writing and managing online experiment
codes, a TaskView for executing the created tasks, and a ResultStore for sending the
experimental data stored by the TaskView to subjects and experimenters through Personary
(PDS; Figure 2). When an experimenter creates a task using the TaskEditor, the task script
is saved in the task DB. The experimenter checks the behavior of the task created with the
TaskEditor using the TaskView, and then provides the subjects with a URL containing the
ID of the task. When the subject opens the URL, the TaskView executes the task based on the
task script corresponding to the task ID. When the task is completed, the experimental data
are sent to the ResultStore. The ResultStore sends the pseudonymized experimental data to
the experimenter and the complete experimental data to the subject. The ResultStore has a
Personary account for writing the data, and each experimenter and subject issues a friend
registration to the system’s Personary account, so that the account can write experimental
data to each GO-E-MON-dedicated channel. The system’s Personary account can write
experimental data for each GO-E-MON channel. If the user does not share the channel with
the system’s Personary account, GO-E-MON temporarily holds the data in the temporary
log buffer of the ResultStore and outputs the experimental data when it detects that the
corresponding channel has been shared. There is no timeout, and the ResultStore will
continue to hold data until the user’s channel is shared.

The experimenter can choose not to receive the execution result at all or to receive
the pseudonymized result at the time of task distribution. If the experimenter chooses to
receive pseudonymized results, the ResultStore generates a random pseudonym ID that
uniquely corresponds to the task ID and GO-E-MON user ID, and the pseudonym ID is
appended to the experimental data to pseudonymize the experimental data instead of
the GO-E-MON user ID that can be used to uniquely identify the user regardless of the
task. Each user can associate his/her Personary account with a user on GO-E-MON on the
settings page.

The behavior of the task is defined using JavaScript (ECMAScript) [32]. By enabling the
execution of arbitrary scripts, the experimenter can use existing libraries [33] and code, such
as an integration with Bluetooth devices [34], although knowledge of scripting is required.
Once the experimenter logs into GO-E-MON and creates a new task, he or she can edit the
script using the TaskEditor, which runs on a web browser. The TaskEditor also has a file
uploader that allows users to upload resources, such as JavaScript, style sheets [35], image
files, and so on, and use them in the task. Using the file uploader, experimenters can also
upload and use frameworks written in JavaScript, such as jsPsych [21] and WebBCI [24].

https://goemon.cloud
https://goemon.cloud
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Figure 2. System Architecture and User Interface of GO-E-MON: The experimenter can define the behavior of a task as a
script through the TaskEditor and distribute the URL to the subjects. Once the task is executed, the execution result is saved
as experimental data in the Personary accounts of the experimenter and the subject. The data on the experimenter’s side is
assigned a pseudonym ID, which can be used to identify the user in the task.

The task script consists of the construction processing of the user interface on the TaskView
in the web browser and the event processing that occurs at the user interface. The script can
store the necessary experimental data in variables and call the API of GO-E-MON at the time
when the task is completed to indicate transmission of the experimental data. Task scripts that
require users to enter their names and addresses should be prohibited by the terms of use to
prevent the addition of any personal identifiers to the experimental data.

2.2. Case Studies

As a case study, 19 students who chose the groupwork-style lecture in the “First
Year Seminar” for first-year university students at the University of Tokyo were asked to
participate in two experiments using GO-E-MON. Explanations were provided and written
consent for participation in the experiments was obtained from the students themselves
(all university students were over 18 years old) based on the ethical form 246-17.

The first was an experiment to collect video viewing behavior using GO-E-MON
in a video viewing lecture. The percentage of online lectures has increased during the
COVID-19 pandemic, making video-based lectures important. It has also been reported
that the use of Massive Open Online Courses (MOOCs), which are mainly video-based
lectures, has increased rapidly [36]. However, statistics have shown that the completion
rate of MOOCs with a large number of registered students is approximately 10% [37], and
it is important to analyze the video viewing records and examine any problems with the
contents [38,39]. In this experiment, a lecture was conducted using the video viewing
behavior recording task created by GO-E-MON to confirm if it was possible to aggregate
the experimental data as the experimenter using Personary. Secondly, we provided the
students with a number memory task using GO-E-MON, a Garmin Vivosmart 4 wearable
sensor [40], and a MUSE-Classic portable electroencephalograph [41], and asked them
to perform a group experiment on the topic of memory and brain activity. We analyzed
the data, and made a presentation. There are some examples of group lectures on data
science [42,43], and in this lecture we verified whether the students can analyze their own
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data using an online experimental environment by conducting such a lecture using their
own data.

Sample Tasks for the Case Studies

As sample tasks, we showed the screen shots of a task for recording video viewing
behavior and a task for memorizing numbers implemented in GO-E-MON (Figure 3). The
theme of the lecture was human memory, and as part of the lecture, a lecture video on
memory techniques was divided into three sessions. The video viewing behavior was
recorded using the YouTube IFrame API [44], and the changes in the playback-state of
the video player running on the browser were recorded as experimental data and sent
to the ResultStore. The number memory task consisted of memorizing 60-digit numbers
and repeating them using a keyboard or by touch operation. The jQuery [45] library was
used to construct the appearance of the task in JavaScript and to control the data input by
users. The subjects were asked to set up the Personary account using their own Google
Workspace account for their university organization and to designate the GO-E-MON
Personary account as a friend before performing the task. Thereafter, the subjects can store
the experimental data obtained by the GO-E-MON task in their own Personary accounts
and analyze their own data in the data analysis environment described below.
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Figure 3. Screenshot of the execution of sample tasks: For the case study, we prepared two tasks:
(a) a video viewing task and (b) a number memory task. Task (a) is a lecture video on the theme of
memory techniques, and the subject’s viewing behavior, such as playing, stopping, and changing the
playback speed, is recorded with a timestamp; (b) is a task to memorize and repeat 60-digit numbers
within a specific timeframe. The number sequence to be memorized is randomly generated, and the
content of the answer, identification of an answer as correct or incorrect, and the timing of the answer
are recorded together with a timestamp.

We also prepared applications to acquire data from the Garmin vivosmart 4 wear-
able sensor and the MUSE-Classic electroencephalograph for analysis of the sensor data
(Figure 4). For the Garmin vivosmart 4, we implemented a service that stores the data ob-
tained from the Garmin vivosmart 4, including sleep records and heart rate sensor values,
in the subject’s own Personary through the Garmin Health API [46]. EEG Explorer [47] was
used to acquire data from the MUSE-Classic electroencephalograph. The EEG Explorer
runs in a web browser and can be connected to the MUSE-Classic through the Web Blue-
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tooth API. The obtained EEG data are stored in the memory of the subjects’ PC and can be
saved as a file in the subjects’ local file system. A task in GO-E-MON can also connect to
the MUSE-Classic via Web Bluetooth API, but because of the development time of the task,
we decided to use the existing EEG Explorer.
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Figure 4. Data flow of the sample tasks: the experimental data of each task created by GO-E-MON
and various measurement data by Garmin vivosmart 4 are stored in the subject’s Personary account,
and the EEG data generated by the MUSE-Classic is stored in the local file system.

The subjects were provided with a computing environment using JupyterHub [48]
as a data analysis environment, which can be used in a web browser and configured to
allow the subjects to log in with their university accounts. In the JupyterHub, the execution
environment of the Jupyter Notebook that can be connected to the Personary account is pre-
configured, and the subject follows the instructions in the form of a Jupyter Notebook [49]
placed for explanation, and sets up the connection with his or her own Personary account.
By following the instructions, the subject can immediately use the analysis examples for
each task and sensor prepared in advance by the experimenter. To access the MUSE-Classic
data files, we assumed that the files would be uploaded to the JupyterHub environment
for analysis. Numpy [50], SciPy [51], and Pandas [52] were installed in the JupyterHub
environment for analysis. These libraries can help each group analyze the data on their
own, since many documents and technical information are shared on the Internet.

3. Results
3.1. Collection of Video Viewing Behaviors: Collection of Experimental Data by the Experimenter

Three lectures on the theme of memory techniques were provided online as video
lectures. The videos of each lecture were provided as separate GO-E-MON tasks, and the
URLs of each task were distributed to the students, who watched them for 40 min, 30 min,
and 20 min. After each lecture, we confirmed that GO-E-MON sent the video viewing
record with a pseudonym ID to the experimenter’s Personary account. An example of the
data analysis is shown in Figure 5.
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Figure 5. Example of collecting video viewing behaviors: In the examples of data analysis of video
viewing behavior above, (a) shows the relationship between the duration of the video watched and the
actual time spent watching the video, and (b) shows at what playback speed the video was played as a
percentage of the elapsed time in the video. The figure shows that many subjects used the seek function
or playback speed change function to watch the video in a shorter time than the actual time.

Figure 5a plots the relationship between the duration of the video watched by each
subject and the actual time spent watching the video. For each lecture session, there were
absentees, and the number of subjects who were able to obtain the video differed. Because
the video length is different for each lecture session, the X-axis is concentrated on the video
length of each session. However, there are variations in the Y-axis, and the figure shows that
the actual time is shortened by using the seek function to advance the playback position or
change the playback speed. In Part 1, the total duration of the video watched by one subject
was approximately twice as long as the length of the video, because the subject rapidly
forwarded through the entire video once and then played it again from the beginning.
Figure 5b shows the playback speed at which the video was played as a percentage of the
elapsed time of the viewed video. The figure reveals that in the first session, there were few
students who played the video at a playback speed of 1.5 times or more, but in the second
and third sessions, the percentage of subjects who watched the video at a playback speed
of 1.5 times or more increased. In addition, even when the playback speed was changed,
the audio was played back with the appropriate pitch processing [53]. In a study using
viewing behavior data from Stanford’s Lagunita Platform [54], among 21,835 participants,
4345 changed the playback speed when playing any of the videos, and the median value for
changing the playback speed was between 1.25 and 1.5 times, indicating that the viewing
behavior was generally the same. In this figure, only the entire video is analyzed, and by
analyzing the viewing record in more detail, it is possible to identify the parts where many
subjects increased the playback speed and analyze the parts that the subjects decided they
did not need to watch in real-time, such as the redundant parts of the lecture.

Because each video was created as a different task, a pseudonym ID for the user was
generated for each video and assigned to the experimental data. This pseudonym ID
was generated randomly and differed for each experiment, such that it cannot be easily
assigned to a user. However, all the videos played by the user are stored in the Personary
account of each subject. Therefore, by sharing their own channels with other experimenters,
the subjects could also check the changes in behavior at the individual level. Without using
a dedicated lecture platform such as MOOCs, we confirmed that it was possible to collect
video viewing logs in the PDS of the experimenter by delivering the experimental script to
the subjects as a GO-E-MON task.

3.2. Experimental Data Collection and Analysis by Students: Collection and Analysis by the
Subjects Themselves

After the video lecture, the students were divided into groups of four or five, and
groupwork was conducted in four groups. After that, two lectures were delivered to
explain how to acquire and analyze the experimental data, and the final presentation
was held one week later. The presentations of each group and the types of data used are
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presented in Table 1. We confirmed that each student group, except for Group 3, was able
to analyze the data stored in Personary.

Table 1. Presentations by student groups and types of data used.

Video Viewing
Task

Number Memory
Task

Garmin
Vivosmart 4

MUSE-Classic
(EEG) 1 What to Analyze

Group 1 4 4

Relationship between
brain waves and

performance on a number
memory task after waking

and before bedtime

Group 2 4 4 4

Relationship between
brain waves and heart rate

and performance in a
number memory task

Group 3 4

Relationship between EEG
and the execution of their

original multi-digit
calculation task

Group 4 4
Relationship between

sleep and stress
1 Only EEG data are stored locally on PCs; other data are stored in Personary through GO-E-MON and shared among group members.

We confirmed that each student group was able to analyze EEG data stored as CSV
files in the local file system, as well as the Garmin data and experimental data of the number
memory task stored in the Personary. Although not all students were able to analyze the
data because of the groupwork style, and it was thought that students who were good at
programming and data analysis contributed significantly, we showed that it was possible
to realize a lecture in which the subjects analyze their own data in Personary.

In addition, at the end of the lecture, we administered a questionnaire for each data
set (Table 2), and the results are shown in Figure 6.

Table 2. Questionnaire after the lecture.

No. Questions Answers

1 Please answer whether you feel that you were
able to analyze your own data in this lecture.

0: Extremely dissatisfied
1: Somewhat dissatisfied
2: Neither satisfied or dissatisfied
3: Somewhat satisfied
4: Extremely satisfied

2
Please answer whether you feel that you were

able to analyze the group members’ data in
this lecture.

3
Please answer whether you feel you have
understood each of the data obtained in

this lecture.

4 Please answer whether you feel that the data
obtained in this lecture are important or not.

0: Extremely disagree
1: Somewhat disagree
2: Neither agree or disagree
3: Somewhat agree
4: Extremely agree

Many subjects responding to the questionnaire stated that they were able to analyze
and understand the data (Table 1) which they considered important, but not the video
viewing data. The video viewing data were also deemed to be relatively incomprehensible
and of low importance, but we think this was because it was not directly connected to the
theme of the groupwork. We believe that this result could change if themes that require
video viewing records are assigned. We confirmed that the subjects could understand
and analyze the data using their own experimental data in Personary and the EEG data
obtained in the local file system.
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4. Discussion

The results of the experiment showed that GO-E-MON, an online experiment environ-
ment, can be used in collaboration with a distributed PDS, not only for the experimenter
to conduct conventional experiments in which the experimenter collects experimental
data, but also for the subjects to collect and utilize the experimental data themselves. In
this experiment, although the EEG data were stored locally and separately, it was easy to
integrate the data acquisition applications within the GO-E-MON service and consolidate
the data into Personary. In this section, we focus on the security of the GO-E-MON service.

4.1. The Importance of the Data Transmission Function to the Experimenter

Within the GO-E-MON service, we implemented a function for sending experimental
data to the experimenter’s Personary channel from ResultStore in a pseudonymized form.
However, it is possible for the experimenter to collect data by storing the data only in the
subject’s Personary channel and then sharing his or her own channel with the experimenter
through Personary, without sending the experimental data to the experimenter’s Personary
channel. Therefore, in this section, we consider whether it is necessary to send data to the
experimenter’s Personary account. Currently, to use Personary, users need to have access
to a public cloud, especially a Google account, and create and manage their own storage
using the Personary application on their own smartphone or PC. However, it is not always
the case that the subjects have a Google account [55], and although the ownership rate of
smartphones and PCs is high in Japan, it is possible that the subjects do not have one [56],
and it may be difficult to ask some subjects to operate Personary. Therefore, we believe
that the capability to transmit data to the experimenter is necessary for the application of
GO-E-MON in experiments.

Because there is a risk that the experimental data may be leaked because of the inap-
propriate management of the experimenters’ Personary account, we consider it necessary
to have data processing options other than pseudonymization as implemented in this
project. For example, only statistical information such as the number of times a task has
been performed or the number of unique users who have performed a task is sent to the
experimenter, and the experimental data itself is shared by the subject, or only a certain
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number of the same data is transferred, as in k-anonymization [57]. Other than using
GO-E-MON in laboratory experiments, it can be used in lectures (the teacher collects the
state and behavior of students in class), as in this case study, or individuals can conduct
publicly available tasks on their own to measure their cognitive abilities. In situations
where GO-E-MON can be applied, future studies could determine what type of aggregation
method should be adopted to achieve both convenience and security.

4.2. Countermeasures against Host Cracking

GO-E-MON uses the system’s Personary account to write to Personary, and this
account information is stored in the application server. When the application server
receives the experimental data, it identifies the Personary account of the experimenter and
the subject and writes the data in the appropriate channel. Therefore, if the application
server is cracked, there is a risk that the experimental data will be referenced before it is
sent to Personary. The retention period of the experimental data temporarily held in the
application server is as short as a few minutes, and we believe that the risk of long-term
experimental data leakage is small. To reduce this risk further, it is possible to reduce the
exposed data by distributing the application servers to multiple locations or by making the
retention period of the experimental data in the application servers as short as possible.
In the traditional centralized data management application server model, host cracking
is a significant risk, but by storing data in a distributed PDS, the risk of host cracking
is drastically reduced. The data of accounts that have not been set up with a Personary
account will be kept in the temporary storage area of the ResultStore until an account is
set up, without any timeout. Therefore, it is necessary to delete the data after a certain
period. We also plan to set a timeout with considerations such as making it so that the
experimenter cannot start delivering the task without connecting the Personary, and asking
the subject to declare in advance if they do not intend to connect the Personary.

In addition, there is a risk that if the system’s Personary account is cracked, the GO-E-
MON channel of all friends can be referenced; as such, strict management of the Personary
account is essential. However, if the write-only privilege can be provided in the personal
account, it can be applied to the system account to greatly reduce the risk of data leaks,
although it is possible to disrupt data integrity by writing a large amount of garbage data.
The Personary uses public cloud storage to store data and uses the user’s private key to
protect the data, which has a passphrase attached to it; therefore, if the public cloud account
is stolen, the data cannot be decrypted without the passphrase. However, with the current
implementation of Personary, data can be deleted only by the public cloud account, so we
plan to provide a mechanism to duplicate the data so that it can be restored from another
backup, even if it is deleted.

4.3. Safety of the Experimental Script

In this experiment, no execution restrictions, such as sandboxing [58], were implemented
for the task scripts created by users in the GO-E-MON. The intention was to not limit the
utilization of devices and sensors [33,34]. As a result, malicious scripts such as cryptocurrency
mining [59] and illegal data acquisition [60] may be distributed. We believe that such scripts
can be automatically detected to some extent using static detection techniques for malicious
codes [61], and testing environments [62]. It may also be useful to implement a feature
that allows experimenters to publish their experiment scripts. This platform allows for the
distribution of experiment scripts in an executable form with data storage only for another
experimenter and subject. In this way, it is possible for another experimenter to conduct
a replication experiment using the published experiment script, or for a non-researcher
individual to use the script to measure his or her own cognitive abilities.

In addition, GO-E-MON allows the subjects to acquire by themselves the same data
that the experimenters are acquiring, so that by checking the data themselves they can
verify that the experimenters do not deviate from the experimental description, as in the
lecture described earlier. If a task script illegally extracts information and sends it to a server
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other than GO-E-MON, data that the subject cannot know will be available; as such, task
scripts running on GO-E-MON will be prohibited from communicating with servers other
than those allowed by GO-E-MON. In this way, the experimenter must always send the
same experimental data to the subject’s Personary account, as he/she sends to his/her own
Personary account. This way, the subject can always confirm what type of experimental
data the experimenter has obtained. Furthermore, by standardizing the format of the
experimental data [63,64], it can be expected that the experimental data will be actively
disclosed to the subjects to ensure their consent for the experiment.

4.4. Paradigm Shift in Behavioral Big Data Accumulation and the Need for Digital
Citizenship Education

Until now, IT mega platformers have established a revenue model in which they
provide useful tools to users while acquiring and accumulating online behavioral data and
sharing analysis data with general service providers to earn advertising revenue. However,
the increasing volume of information that can be collected from users online, as well as
the increasing power of machine learning to analyze it, has made it possible to identify
individuals simply by being connected to the Internet, as seen in web fingerprinting and
device fingerprinting [65–67]. However, although such valuable behavioral data can be
obtained, services that allow users to utilize them to understand their own characteristics
and improve their learning efficiency have not been sufficiently explored.

Individuals’ widespread use of PDSs, such as GO-E-MON, to store various behavioral
data, will facilitate open data science in the behavioral sciences and avoid replication crises.
Furthermore, users can retain the convenience of receiving recommendations on their own
PDS application without passing their behavioral history directly to the mega platformer, as
was previously provided through cookies. Users will be able to choose recommendations
that are useful to them. This strategy is essential for providing personalized education, for
example, in the field of education, which deals with a large amount of sensitive data.

We believe that the sharing model of GO-E-MON is one way to implement the right to
data portability [68], which is an important element in personal data protection. However,
while users themselves can regain the right to retain and manage their own behavioral
data, the decision regarding which service providers to provide data to and to what extent
is left to the users’ judgment. To expand the user base, digital citizenship education needs
to be updated so that users can understand their rights to manage data and make profit
and loss decisions when sharing with others.

5. Conclusions

With the advent of various portable measurement devices and the improvement
of technologies that allow the uses of PC camera images in browsers, it is becoming
easier to realize an online experiment environment. These environments are provided by
servers connected to the Internet, and the risk of data leakage is always involved. There is
also the possibility that innovative research can be conducted by integrating the results
of several different experiments, but data connectivity and portability among various
platforms have not been established, and data aggregation is not easy from the perspective
of protecting the subjects’ information. By building an online experiment environment
combined with distributed PDSs, GO-E-MON solves these security issues and presents
the possibility of conducting a study that integrates multiple experiments conducted by
different experimenters with the consent of the individual subjects.

However, GO-E-MON must address several future challenges. Future tasks include:
(1) the consideration of the modes of data acquisition by the experimenters to establish a
method of acquiring data in a way that excludes personal information from experimental
data, such as acquiring only statistical information or anonymizing data, and verifying
the scripts made by the experimenter, which do not acquire any personal identification
information; (2) improvement of usability to verify that it is possible for a person with
limited knowledge to build an experimental environment by using publicly available codes
(e.g., EEG data acquisition, real-time data visualization, etc.); (3) performance evaluation of
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the architecture to verify whether it is possible to ensure sufficient throughput and provide
real-time performance when multiple users handle data with a large volume per time, such
as EEG data; (4) consideration of the flow of obtaining the agreement when conducting
the experiment, for example, in this experiment, we obtained consent forms from subjects
face-to-face, not on GO-E-MON, but it is possible to obtain consent online using the
functions of Personary; (5) standardization and visualization of the experimental data
format, for example, in this study, we analyzed the subjects themselves using JupyterHub,
but it is necessary to consider the standardization and visualization of experimental data
so that end users can also visualize the data they have obtained in a way that they can
understand; (6) establishing a secure way to process data aggregated from distributed
PDSs, such as building a service that obtains experimental data from a large number of
people, analyzes it, and returns the results to individuals in the form of recommendations,
and so on—it is important for subjects to gain complete understanding of the data and
choose which of their own data to provide. It is necessary for service providers to collect
data from a large number of users in order to return useful recommendations; however,
there must be a mechanism for explaining and promoting the subjects’ understanding to
obtain consent, such as whether to allow the use of one’s own data only for the purpose of
making recommendations for oneself within the PDS under the user’s control, or whether
to allow the aggregated data to be stored by the service provider after anonymization
and abstraction.
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