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Abstract: In recent decades, human brain tumor detection has become one of the most challenging
issues in medical science. In this paper, we propose a model that includes the template-based K means
and improved fuzzy C means (TKFCM) algorithm for detecting human brain tumors in a magnetic
resonance imaging (MRI) image. In this proposed algorithm, firstly, the template-based K-means
algorithm is used to initialize segmentation significantly through the perfect selection of a template,
based on gray-level intensity of image; secondly, the updated membership is determined by the
distances from cluster centroid to cluster data points using the fuzzy C-means (FCM) algorithm while
it contacts its best result, and finally, the improved FCM clustering algorithm is used for detecting
tumor position by updating membership function that is obtained based on the different features
of tumor image including Contrast, Energy, Dissimilarity, Homogeneity, Entropy, and Correlation.
Simulation results show that the proposed algorithm achieves better detection of abnormal and
normal tissues in the human brain under small detachment of gray-level intensity. In addition, this
algorithm detects human brain tumors within a very short time—in seconds compared to minutes
with other algorithms.

Keywords: magnetic resonance imaging; T-means clustering; fuzzy C-means clustering; template-
based K-means and modified fuzzy C-means (TKFCM); feature extraction; gray level intensity

1. Introduction

Digital image processing (DIP) is an emerging field in biological sciences such as tumor detection
and classification, cancer detection and classification, and testing and examining critical parts of
the human body. Automatic brain tumor detection plays a significant role in medical science [1].
The human body is composed of different types of cells where the brain (also the processor of the
body) plays a very significant role [2]. The most significant portion of our nervous system is the brain.
Moreover, it is the kernel of the human central nervous system.
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The brain is a complex organ that contains 50–100 billion neurons. It is made up of a large number
of cells, and each cell has a specific function. Most of the cells that are generated in the body partition to
form new cells for appropriate functioning of the human body. When new natural cells grow, aged or
damaged cells die. Then, new cells take their place. Sometimes, new cells are generated when the body
does not need them. Moreover, aged or damaged cells do not die as they should. The body produces
extra cells that construct a lump of tissue called a tumor. A tumor inlaid in the brain region causes the
sensitive functioning of the body to be malformed. It is very difficult and perilous to treat due to its
location and spreading capability [3–5]. Brain tumors are primarily categorized into two types: benign
and malignant. Benign tumors are those tumors which are non-cancerous, and malignant ones are
those which contain cancerous cells [6].

The early detection and recognition of brain tumors is very crucial. Presently, computer-aided
diagnosis (CAD) systems are usually used for systematic and specific detection of brain
abnormalities [7]. A brain tumor is the unnatural growth of tissue or central spine that can interrupt
the proper function of the brain [8]. From the report of the national cancer institute statistics (NCIS),
death rate on account of brain cancer for USA is 12,764 per year, 1063 per month, 245 per week, and 34
per day. It shows that it is very significant to diagnose brain tumor in advanced levels to save lives.
Moreover, the processes of tumor detection should be done with very high speed and accuracy. This is
only possible by using magnetic resonance (MR) images, and suspicious regions are extracted through
MR image segmentation from complex medical images. The detection of a brain tumor is manually
done by experts.

However, there are some problems, such as it taking a large amount of time, and segmentation
of MR image by different experts may vary significantly. Moreover, the result of tumor detection
may vary under different circumstances by the same physician, and the brightness and contrast of
the display screen can vary the segmentation results. For these reasons, the automatic detection of
brain tumors becomes significant. Automatic detection of brain tumors can increase the probability
of survival of a tumor. In the medical field, there is no standard method that can be constructed for
brain-tumor detection. Several research works are attempting to detect brain tumors automatically
with improved accuracy, exactness, and speed of computation by minimizing manual effort [9].

The detection of brain tumors means identifying not only the affected part of the brain but also
to the tumor shape, size, boundary, and position. Different imaging technologies such as magnetic
resonance image (MRI), computed tomography (CT), positron emission tomography (PET), etc. are
used for imaging the brain. Most frequently, the anatomy of the brain tumor can be tested by MRI
scan or CT scan. However, the CT scan contains radiation that is detrimental to human body, whereas
MRI gives accurate visualization of the anatomical formation of tissues of the brain [10]. The MRI is a
device that conducts a magnetic field and radio waves for generating detailed images of the organs and
tissues. Processing of MR images are extremely complicated and constantly scrutinized by researchers
to give pathologists an improved experience to diagnose the patients [11].

In this paper, we propose major contributions as follows:

• We propose the TKFCM algorithm that will detect brain tumors with more accuracy, even if the
tumor to be detected is very tiny.

• The proposed algorithm works more accurately and efficiently than others with an MR image
even if it is a noisy MR image.

• The performance of the proposed algorithm is better than others such as thresholding, region
growing, region splitting and merge, artificial neural network (ANN), TK-means, FCM algorithms,
etc. for sensing and specifying brain tumors in an MR image.

• The required execution time of the proposed algorithm is very much lower—40–50 s, compared
with conventional algorithms such as ANN, which require 7–15 min to execute the output results.

The rest of this paper is presented as follows: Section 2 presents the related works. Section 3
presents the conventional k-means and fuzzy c-means algorithm. Section 4 presents the proposed
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algorithm. The results and discussion are summarized in Section 5, and Section 6 presents the
conclusion and future works.

In addition, all parameters used in this manuscript are listed in Table 1 as follows:

Table 1. Main parameters.

Parameters Meaning

η Accuracy
α Sensitivity
β Specificity
P Pixel intensity
V Cluster centroids

P(xi, yj) Input image
B(xi, yj) Coarse image

t Computational time
k Number of iterations

d2(xj, vi) Degree of fuzzyness
Pij Binary image matrix
Uij Membership Function
C Number of clusters
Jv Squared error function
m Any real number greater than 1
N Number of feature vectors

Tmn Template-based window
c Number of cluster centers
G Gray level co-occurrence matrix
K Number of data points in clusters

||Xi − vj|| Euclidean distance between xi and vj
vi Data in i-th point of the image
ci Number of data points in i-th cluster

Mx Mean in the horizontal spatial domain
My Mean in the vertical spatial domain
σx Standard deviation in the horizontal spatial domain
σy Standard deviation in the vertical spatial domain
||.|| Straightforward Euclidean distance or Mahalanobis distance

2. Related Work

In DIP, images are captured and processed for doing segmentation and for extracting necessary
information. Segmentation of a digital image refers to partition into multiple segments. An apposite
segmentation is needed for recognizing abnormality in brain and to provide an alternative
representation of an image that is more significant and easier to analyze [12]. In last few decades,
number of segmentation and detection algorithms have been proposed by researchers. Foremost
utilized detection techniques are threshold based segmentation, region based segmentation, edge based
detection, region splitting and merge segmentation, clustering statistical model (CSM) and artificial
neural network (ANN) etc. [13,14].

The thresholding method is one of the ordinary brain MR image segmentation technique and
effective in image binarization [13,15]. Basement of threshold, however, it is collectively used with
other techniques too such as classifiers, clustering, ANN etc. This technique is notably appropriate
for a picture with region or object of uniform splendor placed against a background of various grey
level [16,17]. It is based on the separation of pixels in different classes depending on their pixels gray
levels [10]. Brain MR image can be identified as regions with pixels having discrete gray level ranges.
The main downside is that it can not be utilized for multi-channel images [13]. In region growing
segmentation (also called similarity based segmentation), large regions are made through pixels or sub
regions according to predefined criteria [18].
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This technique starts with a set of “seed” points and from these points make regions by connecting
to each seed adjacent pixels that have similar prominence to the seed [12,19]. The drawbacks of using
this technique are excessive computational cost and also required manual interaction to select the seed
points. Moreover, it is very sensitive to noise [14]. Region growing and splitting is the special case of
region growing technique. The principal objective of region splitting and merging is to separate the
homogeneity of the image. A splitting technique is employed when the homogeneity criteria is not
satisfied by a region after applying region growing technique and then, four regions are generated
from a region. The main disadvantage of this technique is boundary leakage [20,21].

Edge-based segmentation concentrates on recognizing contour and makes use of the
discontinuities in image values to separate regions. The primary limitation of this method is that
it is unable to segment the image which is blurry or too complex to identify a given border [8,13].
In classifier techniques, it requires a proper pixel classifier for training data. Foremost used classifiers
are K-nearest-neighbor (KNN), expectation maximization (EM) etc. Efficient classifier and training data
is desired to time consumption and accurate outcomes [22]. The KNN algorithm is a non-parametric
method, works on the basis of a distance function (Euclidean distance) and uses a voting function
which is used for the K-nearest neighbours [23,24]. Higher accuracy and stability is exhibited by KNN
for MR images than other classifiers. This algorithm is by and large very simple to implement and
moreover, real time image segmentation is carried out by KNN as it runs more quickly. The cons
of using this algorithm is that there is some probability of yielding an inaccurate decision when the
acquired single neighbour is an outlier of some other class [25].

Support vector machine (SVM) is a supervised classifier, performs on the basis of training samples
and tries to reduce the bound on the generalization error. It provides better generalization performance
and performs at large of dimensionality of the feature space. However, it takes very long time for
execution and perfect for tumor classification [25,26].

In clustering techniques, K means clustering algorithm, FCM clustering algorithm and expectation
maximization (EM) algorithm are most widely used brain tumor detection techniques [27]. Clustering
is a technique of partitioning a set of data into a specific number of groups [28]. K-means clustering
algorithm is an unsupervised algorithm that separates objects on the basis of attributes/ features into
k groups (k is a positive integer) [29,30]. It is very simple clustering algorithm, aims to produce close
fitting cluster and works well for low dimensional data. It performs faster than hierarchical clustering
when number of variables are large. However, the cons of this algorithm are, it is very hard to predict
K-value and does not perform well with global cluster. Moreover, with different size and density,
the performance of this algorithm is very poor [31,32].

Fuzzy C-means is a soft clustering technique where each pixels may belong to two or more
clusters with varying degree of membership. The sum of distances between cluster centers and
patterns describes the objective function [33,34]. Although it takes into account only image intensity
values and no filtering, it provides highly immune to noise and better segmentation quality [10,35].
There is a K-means and FCM algorithm where K-means performs initial segmentation and FCM
performs further segmentation on the image and an approximate segmented tumor is detected by
FCM technique through exact cluster selection [28].

The conventional FCM is limited to noise sensitivity whereas it is noise immune in K means
clustering. But there should be perfect thresholding before segmentation due to it is very difficult for
complicated brain structure [36]. ANN is currently of the most promising method for tumor detection
and classification. ANN is categorized into two parts which are feed forward neural network (FFND)
and Recurrent Network or Feed-Backward neural Network (FBNN). ANN technique provides robust
parallel ability and fast computing. However, it may take very long time-period for training input
images and partial information should be acquainted beforehand [25,37,38]. According to the above
discussion, it may be aforementioned that there is no such technique that is ideal. But to induce
optimum outcome in this field, we have got to attenuate the limitation of the individual methods
describes here.
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3. K-Means and Fuzzy C-Means Clustering Algorithm

3.1. K-Means Clustering Algorithm

The K-means clustering algorithm is a very simple unsupervised learning algorithm. It provides
a very easy way to classify a given data set into a certain number of clusters i.e. a set of data such as
x1, x2, x3, ...., xn are grouped into K clusters. The major idea behind this algorithm is to define K centers,
one for each cluster [39]. The K cluster centers should be selected randomly. Distance measure plays a
very important rule on the performance of this algorithm. Different distance measure techniques are
available for this algorithm such as Euclidean distance, Manhattan distance and Chebychev distance
etc. But, choosing a proper technique for distance calculation is entirely dependent on the type of
the data that we are going to cluster. However, we will use Euclidean distance as the distance metric
because it is fast, robust and easier to understand [40,41]. Step by step conventional K-means clustering
algorithm [40] is described as follows:

Algorithm 1 K-means clustering algorithm.
Assume that, X = x1, x2, x3, ...., xn be the set of data points and V = v1, v2, v3, ..., vc be the set of centers.

1: Define number of clusters ′K′.
2: Randomly, define cluster centers ′c′.
3: Calculate the distance between each data point and cluster centers.
4: Data point is assigned to the cluster center whose distance from the cluster center is minimum of

all the cluster centers.
5: Then , new cluster center is recalculated as follows.

Vi =
1
ci

ci

∑
J=1

xi (1)

where ‘c′i is the number of data points in i-th cluster.
6: Recalculate the distance between each data point and newly acquired cluster centers.
7: If no data point was reassigned then stop, otherwise repeat steps from 3 to 6.

The distance which is called Euclidean distance are calculated between each pixel to each cluster
centers. All the pixels are compared individually to all cluster centers using the distance function [42].
The pixel is lead to one of the clusters which is shorter in distance among all. Then, the center is
recalculated. Then, every pixel is compared to all centroids again. This process continuous until
the center converges and the convergence is evaluated through a maximum number of iterations.
The quality of clustering of this algorithm is optimized through repetition of K-means several several
times with different initialization in order to identify best centroids.

It provides improved computational efficiency and supports multidimensional vectors [43].
So, this algorithm intent to diminish an objective function which is known as squared error function
given by:

Jv =
c

∑
i=1

cj

∑
j=1

(
||xi − vj||

)2 (2)

where ||xi − vj|| is the Euclidean distance between xi and vj, ci is the number of data points in ith
cluster and c is the number of cluster centers.

3.2. Fuzzy C-Means Clustering Algorithm

FCM clustering algorithm is introduced by Bezdek that is a technique of clustering where proceeds
each pixel of data to belong to two or more clusters. The more the data is near to the cluster center more
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is its membership towards the particular cluster center [44,45]. It depends on reducing an objective
function regarding to fuzzy membership set U of cluster centroids V.

Jm(U, V) =
N

∑
j=1

C

∑
i=1

(uij)
m(||xj − vi||)2; 1 ≤ m ≤ ∞ (3)

where X = x1, x2, ..., xj, ..., xn is a P× N data matrix in Equation (3) and m is any real number greater
than 1. P, N and C denotes the dimension of each xj ‘feature’ vectors, the number of feature vectors
(pixel numbers in the image) and the number of clusters, respectively.

Uij ⊆ U(P × N × C) is called the membership function of vector xj to the i-th cluster,
which satisfies Uij ε [0 1] and ∑Uij

= 1, j = 1, 2, ...., N. The membership function can be
expressed as follows:

Uij =
c

∑
k=1

( (
||xj − vi||

)(
||xj − vk||

))( −2
m−1 )

(4)

where V = v1, v2, v3, ...., vi, ...., vc which is a P× C matrix. Now we calculate the i-th cluster feature
center as follows:

Vi =
∑N

j=1 (Uij)
m × J

∑N
j=1 Uij

m (5)

where m is any real number that is greater than 1, controls the degree of fuzziness d2(xj, vi). It is a
measurement of similarity between xj and vi that is defined as follows:

d2(xj, vi) = ||xj −Vi||2 (6)

Here, || . || can be denoted as either a straightforward Euclidean distance or its generalization like
Mahalanobis distance. The feature vector X in MR image presents the pixel intensity P = k. The FCM
algorithm repetitively optimizes Jm(U, V) with the continuous update of U and V, until ||(Uij)

(k) −
(Uij)

(k+1)|| ≤ ε , ε 0 to 1, where k is the number of iterations. The step by step conventional fuzzy
C-means clustering algorithm is demonstrated as follows:

Algorithm 2 Fuzzy C-means clustering algorithm.
Assume that, X = x1, x2, x3, ...., xn be the set of data points and V = v1, v2, v3, ..., vc be the set of centers.

1: Fix the number of clusters c , 2 ≤ c ≤ n. where n = number of data items. Fix, m where 1 < m < ∞.
Choose any inner product induced norm metric ||.||.

2: Initialize the fuzzy c partition U(0).

3: At step b, b = 0, 1, 2, ....,
4: Calculate the fuzzy membership function Uij using Equation (4).

5: Then, Compute the fuzzy centers ′V′i using Equation (5).

6: Repeat step 2 and 3 until the minimum ′ J′ value is achieved or ||Uij
(k+1) −Uij

(k)|| < ε

4. Proposed TKFCM Algorithm

The proposed TKFCM algorithm is an accumulation of the K-means and fuzzy C-means with
some modification. On the basis of temper or gray level intensity in the brain image, the template is
selected along with the conventional K-means. On the other hand, in FCM, the Euclidian distance and
the membership function is modified by the image features. The equation of template based K-means
and improved fuzzy C-means clustering algorithm for segmentation can be expressed as follows:
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J =
M

∑
i=i+1

N

∑
j=j+1

B(xi, yj)×
K

∑
i=1

C

∑
j=1

Pij||xi − cj||2 ×
R

∑
j=1

C

∑
i=1

(Uij)
md2(xj, vi) (7)

where Pij a binary image matrix and M and N are the row and column of Pij and also R, K and C
are described as the centroid of the cluster, number of data points in clusters and number of cluster
respectively. The last part of Equation (7) is described as improved fuzzy C-means where Euclidian
distance relies on the image features. The middle portion is employed as the conventional K-means
algorithm, which is expressed as the distance from each point to cluster center. Here, B(xi, yj) is the
coarse image and Equation (8) describes the desired template.

B(xi, yj) =
M

∑
i=i+1

N

∑
j=j+1

P(xi, yj)× Tmn (8)

The template based window is selected by Tmn which is expressed as:

Tmn =
M

∑
i=1

N

∑
j=1

P(xi, yj) ∗
G

∑
k=1

S

∑
l=1

P(xk, yl); kεM, lεN (9)

In Equation (9), the temper based image matrix Tmn with number of gray level intensity, G
and number of bins, S is employed to find out the temper of the image P(xi, yj). Herein, the image
and convolution of temper based image matrix Tmn aims at attaining the template for the K -means
clustering algorithm. In FCM algorithm, the membership function Uij whose value is updated with
Euclidian distance d(x, v) that depends on the image features such as entropy, contrast, energy etc.,
degree of fuzziness m and feature center V = v1, v2, ...., vi, ....vc is described as below:

Uij =

 c

∑
k=1

(
(||xj − vi||)
(||xj − vk||)

)( −2
m−1 )

−1

(10)

Euclidian distance was employed on the basis of only one features for example similarity in the
preceding research work, but in our proposed TKFCM method this depends on some features like
entropy, dissimilarity, contrast, homogeneity, entropy, correlation etc.

Clusters center from where the clusters position and tumor are identified may be outlined as:

Vi =
∑N

j=1 (Uij)
m × J

∑N
j=1 Uij

m (11)

where i = (1, 2, 3, ...., C).
We have extracted six features for the classifiers. These six features are texture based features.

Texture feature is an important low level feature in the image, it can be used to describe the contents
of an image or a region. A texture can be defined as a set of texture elements or texels occurring in
some regular or repeated pattern. Texture provides one of the most significant characteristic that is
used to classify and identify objects. Moreover, it is used to find out the similarities between images
in multimedia databases. It Characterizes texture using statistical measures computed from gray
scale intensities (or colors) alone. It Can be used for both classification of a given input texture and
segmentation of an image into different textured regions. Extracted six features for the classifier are
described as follows:

Energy: It is defined as the measurement of finite amount of iterative pixel pairs. It provides the
volume of affinity in an image and it is given as follows:

ENG =
G

∑
i=1

G

∑
j=1
|P(xi, yj)|2 (12)
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where G is the gray level co-occurrence matrix and p(xi, yj) is the image matrix.
Contrast: Contrast is defined as the measurement of pixel intensities and its adjacent neighbor

above the image and it is given as follows:

CON =
G

∑
n=1

n2
G

∑
i=1

G

∑
j=1
|P
(
xi, yj

)
| and |i− j| = n (13)

Homogeneity: Homogeneity (HOM) is defined as the measurement of similarity in an image.
Moreover, it is called as inverse difference moment (IDM) and it is defined as follows:

HOM =
∑G

i=1 ∑G
j=1 |P(xi, yj)|

1 + |i + j| (14)

Entropy: Entropy is the measurement of randomness of textural image which is defined as follows:

ENT =
G

∑
i=1

G

∑
j=1
|P
(

xi, yj
)
| 1
log |P

(
xi, yj

)
|

(15)

Dissimilarity: Dissimilarity is the textural property of the image which is calculated by considering
the alignment of the image as a measure in terms of the angle which is defined as follows:

DSM =
G

∑
i=1

G

∑
j=1
|P(xi, yj)| |i− j| (16)

Correlation : Correlation is the feature which describes the spatial dependencies between the
pixels and it is defined as follows:

COR =
∑G

i=1 ∑G
j=1 (xi, yi)P(xi, yj)−Mx My

σxσy
(17)

where Mx and σx are the mean and standard deviation in the horizontal spatial domain and My and
σy are the mean and standard deviation in the vertical spatial domain, respectively.

Proposed TKFCM Algorithm

The entire methodology which has been introduced for the detection of tumor in human brain
MR image utilizing temper based K-means and improved fuzzy C-means clustering algorithm is
represented by the subsequent flowchart shown in Figure 1. At first, the acquisition of the human
brain MR image is done and the input image is pre-processed and enhancement of the MR image is
also carried out. Furthermore, the template base window is selected and the output of the window has
been segmented with the temper based K-means clustering segmentation. After that, required features
are extracted. Finally, tumor is acquired by detecting with red line marked by the improved fuzzy
C-means algorithm with the updated membership. This is committed through the clustered image
which is automatically chosen from the image features.
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Algorithm 3 TKFCM algorithm for tumor detection in Brain MR image.

1: Initialize: Define number of gray level and determine square matrix, A =∑ ∑ P(xk, yl) and image
matrix, P = ∑ ∑ P(xi, yj)

2: Then, define Template Tmn = P⊕ A
3: Determine coarse image, B

(
xi, yj

)
from template, Tmn

4: Reshape template based k means segmented image,
P1 = ∑k

i=1 ∑C
j=1 Pij||xi − cj||2 ×∑M

i=i+1 ∑N
j=j+1 B(xi, yj)

5: Repeat step 2 to 4 until, Tmn ≤ ∑G
k=1 ∑S

l=1[Tmn(k)− Tmn(l)]
6: Post process the P1
7: Determine cluster centroid, C and degree of fuzziness, m
8: Initialize membership function Uij

(0) of FCM

9: Calculate cluster center,Vi
(l) ⇐⇒ Uij

(l), (i = 1, 2, 3, ..., C) and (l = 1, 2, 3, ...)

10: Determine image features, F(xj, vi
(l))←→ vi

l

11: Update Uij With d(xj, vi
(l)) untill ||Uij

(l) −Uij
(l+1)|| ≤ ε, ε = 0 to 1

Figure 1. Flowchart of proposed TKFCM algorithm.
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5. Simulation Results and Discussion

A database of 40 brain tumor images is shown in Figure 2a,b where the first 20 images are shown
in Figure 2a and the next 20 images are shown in Figure 2b. The database has been made by collecting
different complex brain tumor images. We collected these images from [17–19] and pre-processed
for the betterment of application in our algorithmic program.Then, we have processed these images
by MATLAB 2016(a) and made the database for final use shown in Figure 2a,b. The tumors in these
images are so critical that it is too hard for the common people to detect it so easily.

1 2 3 4 5

6 7 8 9 10

11 12 13 14 15

16 17 18 19 20

(a) Database 1

1 2 3 4 5

6 7 8 9 10

11 12 13 14 15

16 17 18 19 20

(b) Database 2
Figure 2. Database of 40 brain tumor MR image. (a) The database of first 20 brain tumor MR image.
(b)The database of next 20 brain tumor MR image
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MR image pre-processing is very significant to ameliorate the visual effect of the image for
further processing. Usually the collected images in the dataset are so poor in quality which requires
filtering noise and sharpening the image. In pre-processing step, the acquired image in the dataset is
converted into a two dimensional matrix and the image is converted into RGB image to gray scale
image. To eliminate the noise in the image, a median filter is used. Then, the enhancement of the image
is done by performing adjusted operation, histogram based operation and adaptive histogram based
operation. Generally, enhancement of an image means improving the contrast of the image. After that
different features are initially extracted implicitly.

After that, different features are initially extracted implicitly. Every portion of the brain tumor
must be selected even a small portion of the brain tumor are not avoided. At frist, the input image
is processed through some filter that are described in Figure 3. Then, in Figure 3e, there is initial
segmentation of the image using template based K-means (TK) which is segmented on the basis of
there gray level intensity and temper of color where k = 8. After that the tumor is filtered by median
filter again. Then, the tumor is detected and marked it as red line using improved FCM algorithm
based on the Euclidean distance from cluster centre to each data point which primarily depends on the
different features. This could be important to grasp the importance of this changed and incorporated
technique.

Depending on the grey level intensity the improved FCM is performed for 13 clusters. Clustered
image is defined as the image with its smallest gray level and separated from each other with their
successive color intensity. For instance, many clustered images for input image no. 10 of database
2 are shown in Figure 4. Here, the tumor portion with different portion of the image are shown in
individualize image and from this, depending on features the tumor is chosen. Here, the index no. 8 is
chosen technically and marked as red line in Figure 5d. Figure 5 shows the input image no. 6, 11, 16
and 20 of database 1 and image no. 10 and 15 of database 2 are shown in Figure 5a and their outputs in
Figure 5d respectively.

(a) (b) (c)

(d) (e) (f)

Figure 3. Processing and Enhancement of the input image no. 10 of database 2. (a) Input image;
(b) Adjusted Image; (c) Histogram based Image; (d) Adaptive Histogram Based Image; (e) T-means
segmentation; (f) Median filtered image.
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Index No: 1 Index No: 2 Index No: 3

Index No: 4 Index No: 5 Index No: 6 Index No: 7

Index No: 8 Index No: 9 Index No: 10 Index No: 11

Index No: 12 Index No: 13

Figure 4. Several clustered images for input image no. 10 of database 2

Figure 5. Cont.
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(a) (b) (c) (d)

Figure 5. (a) Input images for TKFCM, (b) Segmented images from the 1st segmented algorithm
(TK-means) with no. of gray level = 8, (c) Further enhancement of the segmented image, (d) Detected
brain tumor images from the TKFCM.

System Performance

There is some error rate depending on detecting or not detecting any abnormal tissue in all brain
tumor MRI image. These can be measured on the basis of the value of true positive, false positive,
true negative, and false negative In this paper, all images in the database have been tested to measure
the system accuracy, sensitivity and specificity. For the evaluation of the system accuracy, sensitivity
and specificity the following four attributes are used in the measurement.

• TP (True Positive): The test result is positive in the existence of the objective abnormality and
detected correctly.

• TN (True Negative): The test result is negative for non-existing of the objective abnormality and
not detected correctly.

• FP (False Positive): The test result is positive for non-existing of the objective abnormality and
detected correctly.

• FN (False Negative): The test result is negative for the existence of the objective abnormality and
not detected correctly.

Sensitivity can be defined as the measurement of exact identification of the MRI image that do not
contains a tumor. The sensitivity, α is defined as follows:

α =
TP

TP + TN
× 100 (18)
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Specificity can be defined as the measurement of exact identification of the MRI image that do not
contains a tumor. The specificity, β is defined as follows:

β =
TN

TN + FP
× 100 (19)

Accuracy can be defined as the measurement of actual classification. The accuracy, η is defined
as follows:

η =
TP + TN

TP + TN + FP + FN
× 100 (20)

Table 2 demonstrates the Parameters of performance analysis among conventional methods and
proposed TKFCM method. In this paper, we have used 40 brain MR images. Different algorithms
such as Thresholding, Region growing, Tk-means, FCM, Proposed TKFCM etc. have been performed
with these 40 brain MR images. The performance parameters like as True positive (TP), False positive
(FP), True negative (TN) and False negative (FN) are calculated with the dataset. The performance
parameter ’True positive’ that is positive for the existence of the object abnormality and detected
correctly. The parameter ’True positive’ of the proposed TKFCM is 42.10%, 37.28%, 47.36%, 36.84%,
44.73%, and 44.73% over the conventional thresholding, Region growing,TK means, FCM , ’Second
order + ANN’, ’Texture Combined + ANN’, and Proposed TKFCM algorithms, respectively. Moreover,
The parameters value of FP, TN and FN are better for proposed TKFCM algorithm is ’0’, ’1’, and ’1’
that are optimum than other conventional algorithms. With the parameter values of TP, FP, TN and
FN, the performance measurement parameters such as Sensitivity (α), Specificity (β) and Accuracy (η)
are calculated.

Table 2. The performance analysis among conventional methods and proposed TKFCM method
with parameters.

Algorithms TP FP TN FN

Thresholding 22 5 9 4

Region Growing 27 2 10 1

TK-means 20 3 12 5

FCM 24 1 10 5

Second Order + ANN 21 2 16 1

Texture Combined + ANN 21 1 17 1

Proposed TKFCM 38 0 1 1

Table 3 demonstrates the comparisons among the conventional methods and proposed
TKFCM method.

The performance analysis among conventional methods and proposed TKFCM method can be
done with the performance parameters TP, FP, TN and FN. In table 3, for detecting human brain tumor,
three attributes named as sensitivity, specificity, and accuracy play a very significant role. The more
the value of these three attributes, the more we have the probability to detect the human brain tumor
accurately. With the these parameter values, sensitivity of the proposed TKFCM algorithm for brain
tumor detection is 97.43% whereas the conventional thresholding, Region growing, ’Second order +
ANN’, ’Texture Combined + ANN’, FCM and TK means algorithms has shown 76.9%, 92.8%, 95.5%,
95.45%, 82.7% and 80.00%, respectively. In addition, the specificity of the proposed TKFCM algorithm
for brain tumor detection is 100 whereas the conventional thresholding, Region growing, ’Second
order + ANN’, ’Texture Combined + ANN’, FCM and TK means algorithms has shown 64.25%, 83.3%,
88.8%, 94.44%, 90.9% and 80.00%, respectively. Moreover, the accuracy of the proposed TKFCM
algorithm for brain tumor detection is 97.5 whereas the conventional thresholding, Region growing,
’Second order + ANN’, ’Texture Combined + ANN’, FCM and TK means algorithms has shown 72.5%,
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90.00%, 92.5%, 95.00%, 85.00% and 80.00%, respectively. From the comparison chart, it is observed that
TKFCM performs better than others. Very few of them has accuracy better than our proposed TKFCM
algorithm whereas the other parameters are not so good.

Table 3. Comparisons among the conventional methods and proposed TKFCM method.

Algorithms Sensitivity (α) Specificity (β) Accuracy (η)

Thresholding 76.9 64.25 72.5

Region Growing 92.8 83.3 90

FCM 82.7 90.9 85

TK-means 80 80 80

Second Order + ANN 95.5 88.8 92.5

Texture Combined + ANN 95.45 94.44 95

Proposed TKFCM 97.43 100 97.5

Table 4 describes the Comparison of computational time among conventional methods and
proposed TKFCM method where image size is 128 by 128, processor is Corei3 and the operating
system used, is Windows10.

Table 4. Comparison of computational time t among conventional methods and proposed
TKFCM method

Algorithms Computational Time (t)

Thresholding 3 min

Region Growing 10 min

ANN 7–15 min

FCM 130–140 s

TK-means 4 min

Proposed TKFCM 40–50 s

In Table 4, the average time required for different algorithms are described.From the table, it can be
said that most of the algorithm take very long time to compute the actual result such as thresholding,
region growing and ANN algorithm takes 3, 10 and 7-15 min whereas our proposed algorithm
TKFCM needs only a 40–50 s.

6. Conclusions and Future Work

In this paper, the performance of the proposed TKFCM algorithm obtained better compared with
the conventional schemes. Moreover, this algorithm is shown that is an optimum over the conventional
schemes. In detecting human brain tumor, the sensitivity of the proposed TKFCM algorithm is 27.07% ,
4.75% , 1.98% , 2.03% , 15.11% and 17.89% over the conventional thresholding, Region growing, ’Second
order + ANN’, ’Texture Combined + ANN’, FCM and TK means algorithms, respectively. In addition,
the specificity of the proposed TKFCM algorithm is 27.04%, 16.07%, 11.2%, 5.56%, 9.1% and 20.00%
over the conventional thresholding, Region growing, ’Second order + ANN’, ’Texture Combined +
ANN’, FCM and TK means algorithms, respectively. Moreover, the Accuracy of the proposed TKFCM
algorithm is 25.64%, 7.692%, 5.12%, 2.56%, 12.82% and 17.94% over the conventional thresholding,
Region growing, ’Second order + ANN’, ’Texture Combined + ANN’, FCM and TK means algorithms,
respectively. However, the time required to detect brain tumor with the proposed TKFCM algorithm is
very short than conventional algorithms.
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For future work, we will analyze features to include more features which can be used for detection
and accuracy increment, but the required computational time will be high. Moreover, we will analyze
for reducing the required computational time and modify the complexity of the proposed TKFCM
algorithm compared to the conventional algorithms. However, more specification and standardization
of TKFCM can be used for CT, PET, SPECT and neuro imaging.
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The following abbreviations are used in this manuscript:

ANN Artificial Neural Network
CT Computed Tomography
CAD Computer Aided Diagosis
CSM Clustering Statistical Model
DIP Digital Image Processing
EM Expection Maximization
FCM Fuzzy C-Means
FFNN Feed Forward Neural Network
FBNN Feed Backward Neural Network
KNN K-Nearest-Neighbor
NCIS National Cancer Institute Statistics
MRI Magnetic Resonance Imaging
PET Positron Emission Tomography
SVM Support Vector Machine
SPECT Single Photon Emission Computed Tomography
TK Temper Based K-Means
TKFCM Temper Based K-Means and Fuzzy C-Means
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