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Abstract: Double-regulated Kaplan turbines with adjustable guide vanes and runner blades offer a
high degree of flexibility and good efficiency for a wide range of operating points. However, this
also leads to a complex geometry and flow guidance with, for example, vortices of different sizes
and strengths. The flow in a draft tube is especially challenging to simulate mainly due to flow
phenomena, like swirl, separation and strong adverse pressure gradients, and a strong dependency
on the upstream flow conditions. Standard simulation approaches with RANS turbulence models, a
coarse mesh and large time step size often fail to correctly predict performance and can even lead to
wrong tendencies in the overall behavior. To reveal occurring flow phenomena and physical effects,
a scale-resolving hybrid RANS-LES simulation on a block structured mesh of about 400 million
hexahedral elements of a double-regulated five-blade model Kaplan turbine is carried out. In this
paper, first, the results of the ongoing simulation are presented. The major part of the simulation
domain is running in LES mode and seems to be properly resolved. The validation of the simulation
results with the experimental data shows mean deviations of less than 0.8% in the global results,
i.e., total head and power, and a good visual agreement with the three-dimensional PIV measurements
of the velocity in the cone and both diffuser channels of the draft tube. In particular, the trend of total
head and the results for the draft tube differ significantly between the scale-resolving simulation and
a standard RANS simulation. The standard RANS simulation exhibits a highly unsteady behavior of
flow, which is not observed in the experiments or scale-resolving simulation.

Keywords: Kaplan turbine; hydropower; computational fluid dynamics; scale-resolving simulation;
hybrid RANS-LES turbulence modeling

1. Introduction

The increasing use of volatile renewable energies, like wind and solar power, has led to
higher fluctuations of available power in the electricity grid. Hydropower, as a predictable
and reliable source of electricity, can be used to compensate the fluctuating power output
and stabilize the energy grid. Double-regulated Kaplan turbines with adjustable guide
vanes and runner blades offer high efficiency over a wide range of operating points. This
wide operational flexibility requires a substantial change in the runner blade opening.
The gaps on both the tip and hub of the runner blades create flow vortices interacting with
the decelerated flow of the draft tube. The flow in a draft tube is especially challenging
to simulate due to flow phenomena, like swirl, separation and strong adverse pressure
gradients (cf. [1]), and a strong dependency on the flow conditions at the inlet defined by
the quality and fidelity of the simulation upstream (cf. [2]). Typical Kaplan turbines are
applied for small to medium heads. Therefore, even small errors in flow-dependent losses
can lead to wrong predictions of performance and overall operating range.

The overall goal of this ongoing investigation is to detect and understand occurring
flow phenomena and identify their importance to accurately simulate Kaplan turbines.
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To achieve this, a highly resolved simulation with a hybrid RANS-LES turbulence model
on a very fine mesh with about 400 million hexahedral elements is carried out. Advanced
turbulence models have demonstrated an improvement in the results and level of detail
(cf. [3–7]), but their numerical requirements, e.g., time step size and mesh resolution, have
been generally much higher than standard RANS simulation approaches and typically
too costly for industrial development processes. A comparison of the high-resolution
simulation with different less complex simulations allows for the identification of important
flow phenomena and how standard simulation approaches and development processes
can be improved. To validate the simulation results, time-averaged experimental values
for the total head and power of the runner are available, as well as phase-resolved three-
dimensional PIV measurements in a plane just downstream of the runner and in a plane
in each of the two diffuser channels of the draft tube. The details of the experimental
investigation were published in [8].

In this part of the study, an estimation of the achieved numerical resolution and first
results of the high-resolution simulation are described. Furthermore, a comparison of the
experimental data and a standard RANS simulation on a mesh with 20 million hexahedral
elements is presented. This manuscript is an extended version of the ETC2023-343 meeting
paper published in the Proceedings of the 15th European Turbomachinery Conference,
Budapest, Hungary, 24–28 April 2023 [9].

2. Numerical Setup and Model Turbine

The investigated turbine is a Kaplan turbine in model scale. The whole simulation
domain consists of five subdomains (cf. Figure 1) and begins with the rectangular semi
spiral intake, which includes two piers. The following subdomain consists of 23 stay
vanes and 24 adjustable guide vanes. The runner consists of a hub and five adjustable
blades. No geometric simplifications are used for the runner blades. Both the tip and hub
clearance and the fillets between the runner blades and the hub are modeled. The currently
investigated operating point is an on-cam point, where the pitch angles of guide vanes
and runner blades are matched. An elbow-type draft tube with one pier leads to the
tailwater tank. The geometry of the tailwater tank matches the model test arrangement
at the hydraulic laboratory. The outlet of the simulation domain is defined at the end of
the pipe downstream of the tailwater tank. This minimizes the impact of the boundary
conditions on the flow in the draft tube and allows an accurate evaluation of results even
at the end of the draft tube. Due to the fact that the flow in the tailwater tank is of no
particular interest, the tailwater tank will be neglected in the following Section 3.

Figure 1. Simulation domain. Red: inlet area and semi spiral casing (SC). Blue: stay and guide vanes
(SVGVs). Green: runner (RU). Orange: draft tube (DT). Yellow: tailwater tank (TW).

ICEM CFD is utilized to generate the block-structured hexahedral mesh with about
20 and 400 million elements for the standard RANS approach and the high-resolution
simulation, respectively. The main differences between the 20 million element (20 M) and
400 million element (400 M) meshes are in the resolution of the boundary layer and overall
element size while preserving the distribution of elements as much as possible. To properly
resolve the boundary layer without the use of wall functions, a fine mesh at the wall, and a
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small growth rate normal for the wall is required (cf. Figure 2). With an unchanged overall
element size, this leads to a mesh with about 50 million elements. For the 400 M mesh,
the element size is additionally approximately halved in all directions while maintaining
the general block structure as much as possible. The number of cells in the five subdomains
intake with semi spiral casing (SC), stay and guide vanes (SVGVs), runner (RU), draft tube
(DT) and tailwater tank (TW) for both meshes is listed in Table 1.

Figure 2. Characteristic mesh distribution at the wall coloured by time-averaged velocity.
(Left) A 20 M simulation with boundary layer wall function. (Right) A 400 M simulation with
direct calculation of boundary layer.

Table 1. Number of cells of the subdomains in million elements.

Sim Total SC SVGV RU DT TW

20 M 19.8 2.1 7.0 4.7 4.9 1.1
400 M 399.5 29.8 78.6 63.3 218.2 9.6

The simulations are conducted with ANSYS CFX, version 19.5. Automatic wall treat-
ment is activated for the boundary layer (cf. [10]). Depending on the local dimensionless
wall distance, y+, either wall functions or the direct calculation of the boundary layer is
applied (cf. Figure 2). The average and maximum values and the 95th percentile of the time-
averaged y+ values of the subdomains neglecting the tailwater tank are listed in Table 2.
In the 20 M simulation the average y+-value ranges between 57 and 82 depending on the
subdomain. This leads to the use of wall functions. As indicated by the 95th percentile
and the average, most of the elements of the 400 M simulation have a y+-value smaller
than 2. This should lead to direct calculation of the boundary layer in most parts of the
domain. In both simulations, the same time-averaged three-dimensional distributions of
velocity and turbulence properties from a preceding unsteady simulation of the flow in the
head water tank are specified as inlet boundary conditions (cf. [8,11]). An average static
pressure is set as the outlet boundary condition. General grid interfaces (GGIs) are em-
ployed between stationary subdomains. Full 360° transient rotor–stator interfaces connect
the rotating runner subdomain with the stationary stay vane and draft tube subdomain.

Table 2. Average, maximum and 95th percentile of time-averaged y+ value in the subdomains.

SC SVGV RU DT

Sim Ave Max p95 Ave Max p95 Ave Max p95 Ave Max p95

20 M 62.1 145.1 99.9 81.7 267.1 132.9 57.0 135.1 88.5 60.5 221.3 105.5
400 M 0.54 1.86 0.89 0.59 69.7 1.07 0.96 6.63 3.84 0.42 2.02 0.93

Turbulence is modeled by the RANS k−ω shear-stress transport (SST) model for the
20 M simulation and by the hybrid RANS-LES stress-blended eddy simulation (SBES) model
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for the 400 M simulation. The SST model combines the advantages of the k−ω model in
wall-bounded flows with the advantages of the k− ε model in free shear flows (cf. [12]). It is
a standard RANS model and is commonly applied in simulating hydraulic turbomachinery.
The SBES model uses an unpublished shielding function, fS, to blend between the stress
tensor, τij, modeled by the RANS and LES model (cf. [13]):

τSBES
ij = fSτRANS

ij + (1− fS)τ
LES
ij (1)

In this study, the SST model and the wall-adapted local eddy viscosity model (WALE)
are used for the RANS and LES parts, respectively. Compared to other hybrid RANS-LES
approaches, the SBES model has the advantage of a quick transition from RANS to LES
mode and a clear distinction between both regions by the shielding function, fS (cf. [14]).

For spatial discretization, the high-resolution scheme is applied for the SST simulation,
and a bounded central differencing scheme is used for the SBES simulation (cf. [10]).
A second-order backward Euler scheme is employed for temporal discretization in all
simulations (cf. [14]). A fixed number of five inner loops per time step is used. With the
final time step size, this leads to maximum root mean square values of the residuals of
about 8.0× 10−6 and 1.5× 10−4 in the 20 M and 400 M simulations, respectively. A time
step size of ∆t = 2× 10−4 s, which is equivalent to a 1.8◦ runner revolution, is used for
the 20 M simulation. This is a typical order of magnitude for unsteady RANS simulations
of hydropower turbines. The unsteady simulation is initialized with a steady-state SST
simulation on the same mesh. Due to numerical instabilities, the 400 M simulation can
not be initialized with a steady-state simulation, and the results of a preceding unsteady
simulation have to be used. In theory, the build-up time necessary to obtain statistically
valid results can be reduced by a higher quality of initial conditions. Therefore, an unsteady
simulation with the SBES turbulence model on the 20-million-element mesh and a time
step size of ∆t = 1× 10−4 s, equivalent to a 0.9◦ runner revolution, is used as the initial
conditions. After 10 revolutions, the time step size is ramped down to ∆t = 5× 10−5 s
over the course of about 100 iterations. After an additional five revolutions, the time
step size is ramped down to a final value of ∆t = 2.5× 10−5 s, equivalent to 0.225◦ of
runner revolution.

For both simulations, the averaging of data and the evaluation of results are started
after a build-up time of 20 revolutions. This is equivalent to 4000 and 15,920 time steps in
the 20 M and 400 M simulations, respectively, and corresponds to about two convective
flows from the inlet of the semi spiral casing to the outlet of the draft tube. The number
of build-up iterations is chosen by experience with similar simulations of hydropower
turbines and by the trend of integral values of interest in the subdomains. Due to the
unsteady behaviour of the flow in the draft tube in the 20 M simulation, this subdomain is
less suited for the consideration of build-up time.

3. Results

In the following sections, the 20 build-up revolutions are neglected and only results of
the subsequent revolutions are presented.

3.1. Estimation of Achieved Resolution in the 400 M Simulation

To derive the RANS equations of the Navier–Stokes equations, the flow variables
are decomposed into a mean or time-averaged component and a fluctuating turbulent
component. Since the latter component and the resulting turbulence energy cascade is
almost completely modeled by the turbulence model, the time step size of an unsteady
RANS simulation is, in theory, sufficiently small when it is able to capture the unsteady
fluctuations of the mean values excited by external influences, such as interactions between
the guide vanes and runner blades. In contrast to this, in an LES simulation, all but the
smallest turbulent scales are directly simulated. To avoid excessive damping of turbulence
in the LES region, [14] recommends a Courant number of CFL ≈ 1 or smaller.
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In Table 3, the average and maximum values and the 95th percentile of the time-
averaged Courant number are presented. The values for the 400 M simulation are divided
into the LES region and the RANS region. In the LES region of all subdomains, the average
Courant number is smaller than 1, and most of the elements have a Courant number smaller
than 2, as indicated by the 95th percentile. The left part of Figure 3 shows the root mean
square of about 30 revolutions of the Courant number on a cut through the turbine for
the 400 M simulation. The areas exceeding the recommendation of CFL ≤ 1 are mostly
in regions with a fine mesh resolution, like leading and trailing edges and the gaps of the
runner blades. The time step size would have to be approximately halved to achieve a
Courant number smaller than 1 for almost all elements. This would, in turn, approximately
double the computing time for one revolution. With the used time step size, one revolution
requires about 240,000 core hours or about 2.5 days wall-clock time on 4096 cores at the
High Performance Computing Center Stuttgart. Hence, the selected final time step size of
the 400 M simulation is a compromise between accuracy and feasibility.

Table 3. Average, maximum and 95th percentile of time-averaged Courant number in the subdomains.

SC SVGV RU DT

Sim Ave Max p95 Ave Max p95 Ave Max p95 Ave Max p95

20 M 0.07 2.78 0.17 1.21 19.1 3.30 4.20 358 9.23 0.39 12.8 1.58
400 M RANS region 0.02 1.01 0.04 1.29 146 4.05 3.04 423 9.59 0.08 5.25 0.33

400 M LES region 0.03 0.60 0.08 0.81 123 1.89 0.87 220 1.77 0.11 3.36 0.26

The shielding function, fS, of the SBES turbulence model is used to visualize whether
the RANS or LES model is used. The black lines in the right picture of Figure 3 represent a
value of fS = 0.99, and the magenta lines represent a value of fS = 0.01. The regions outside
the black lines are basically completely in RANS mode, while the regions inside the magenta
lines are in LES mode. The small regions in-between the lines are the transition zones
between the two models. The transition from RANS to LES primarily occurs in the semi
spiral casing and stay and guide vanes. Downstream of the guide vanes, almost all of the
simulation domain is in LES mode. In the runner and draft tube, only the boundary layer is
in RANS mode, while all other areas are in LES mode. This is the intended state for a hybrid
RANS-LES simulation. In the LES region, the amount of modeled turbulence, depicted
by the eddy viscosity ratio, νt/ν, built with the turbulent viscosity, νt, and the dynamic
viscosity, ν, is quite small. In the RANS region, the viscosity ratio is about two orders of
magnitude higher. This can also be seen in Figure 4, where the resolved turbulent structures
in the draft tube are visualized. The turbulent structures are depicted by an isosurface
of the second invariant of the velocity gradient tensor, Q = 0.5

(
||Ω||2 − ||S||2

)
= 50,

built with the vorticity tensor, Ω = 0.5(∂ui/∂uj − ∂uj/∂ui), and the strain rate tensor,
S = 0.5(∂ui/∂uj + ∂uj/∂ui), and colored by the viscosity ratio. Compared to the 20 M
simulation, the 400 M simulation resolves much finer structures and calculates the energy
transfer due to turbulence on a much finer scale.
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Figure 3. Cut through the turbine for 400 M simulation. (Left) Root mean square of Courant number.
(Right) Viscosity ratio, νt/ν, and shielding function, fS, of the SBES turbulence model (black line:
fS = 0.99; magenta line: fS = 0.01).

Figure 4. Instantaneous isosurface of velocity invariant Q = 0.5
(
||Ω||2 − ||S||2

)
= 50 to depict

resolved turbulent structures colored by viscosity ratio, νt/ν. Different scales are used for the
viscosity ratio. (Left) 20 M simulation. (Right) 400 M simulation.

3.2. Comparison of Simulations and Measurement

The left part of Figure 5 shows the power and the right part the total head of the 20 M
and 400 M simulation relative to the measurement. Both simulations match the measured
power very well, with a little advantage for the 20 M simulation. The power trend of
the 20 M simulation exhibits only minor oscillations without high random deflections.
In comparison, the power trend of the 400 M simulation shows slightly higher oscillations
and an overall noisier behavior. This is probably an effect of the higher temporal and spatial
resolutions and the ability of the SBES model to resolve much smaller turbulent structures.
Nonetheless, the power trend of both simulations reached a quasi steady state. The trend of
the total head exhibits a different behavior. The result for the 400 M simulation is in good
agreement with the measurement and reached a quasi steady state, which was also observed
in the experiment. The trend of the 20 M simulation is highly unsteady and overestimates
the head by more than 6 % at the maximum. During the course of 50 additionally calculated
but not shown revolutions, the trend does not settle and, therefore, seems to be not a
singular event but normal behavior for this simulation approach.

Figure 6 shows an instantaneous circumferential velocity field on the measurement
plane in the cone of the draft tube just downstream of the runner blades. Basic flow features,
e.g., the wake of the runner blades, are visible in both simulations and the measurement.
However, the 20 M simulation shows a very smooth flow field. The level of detail is
much higher for the 400 M simulation and the measurement, where small flow features are
resolved. The granularity and magnitude of the resolved flow features are quite comparable
between the 400 M simulation and the measurement.

Figure 7 shows the time-averaged velocity and corresponding standard deviation on
the measurement plane in the left diffuser channel of the draft tube. The underlying data
used to build the time-averaged flow field are quite different between simulations and the
measurement. In the simulations, all time steps of about 30 revolutions are used, leading
to 30 × 200 = 6000 and 30 × 1600 = 48,000 individual data sets in the 20 M and 400 M
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simulations, respectively. The measurement consists of 1000 revolutions, but only nine
data sets per revolution are taken with a time lag equivalent to an 8◦ runner revolution
between subsequent data sets. This leads to a total of 9000 data sets. Despite the different
data basis, the results of the 400 M simulation and the measurement are in good agreement.
Both velocity and standard deviation show a similar distribution and pattern, as well
as comparable magnitudes. The velocity distribution of the 20 M simulation differs and
exhibits a much more unsteady behavior, as can be seen by the higher standard deviation.
The data of the measurement plane in the right diffuser channel exhibit comparable results
and are, therefore, not presented.

Figure 5. Power (left) and total head (right) relative to measurements.

Figure 6. Instantaneous circumferential velocity on the measurement plane in the draft tube cone.
Values normalized with the maximum value of the 400 M simulation. (Left) 20 M simulation.
(Middle) 400 M simulation. (Right) measurement.

Figure 7. Time -veraged velocity (top row) and standard deviation (bottom row) on the measurement
plane in the left diffuser channel. Values normalized with the maximum value of the 400 M simulation.
(Left) 20 M simulation. (Middle) 400 M simulation. (Right) measurement.
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3.3. Comparison of Time-Resolved Results for 20 M and 400 M Simulations

To identify the origin of the unsteady trend of the total head (cf. Figure 5), the head
losses of the individual subdomains normalized with the corresponding mean of the 400 M
simulation are shown in Figure 8. It is evident that the unsteady behavior of the total head
in the 20 M simulation is mostly determined by the losses in the draft tube. The other
subdomains exhibit a more or less constant course similar to the power and reach quasi
steady states. In comparison to the 400 M simulation, the losses in the 20 M simulation are
higher in all subdomains but show smaller oscillations.

Figure 8. Head loss in individual subdomains relative to corresponding mean of the 400 M simulation.
(Top left) spiral casing. (Top right) stay and guide vanes. (Bottom left) runner. (Bottom right)
draft tube.

The origin of the unsteady losses in the draft tube are further isolated with the help of
monitor planes. Specific variables, like velocity and pressure, are saved for every iteration
on different monitor planes in the turbine. The monitor planes used in the following
analysis are shown in Figure 9 and are located in downstream direction as follows: Runner
Out is a monitor plane just downstream of the runner blades at the beginning of the draft
tube cone. Cone Out is at the end of the cone and at the transition to the elbow. DT Left In
and DT Right In are near the inlet to the left and right diffuser channels of the draft tube.
DT Left Out and DT Right Out are at the outlet of the left and right diffuser channels.

Figure 10 shows the mass-flow-averaged kinetic energy and pressure on the monitor
planes. The trend of kinetic energy on the monitor plane Cone Out of the 20 M simulation
correlates very well with the trend of head loss in the draft tube in Figure 8. An increase in
kinetic energy leads to an increase in head loss. The change in kinetic energy is transported
downstream to the diffuser channels with a time delay. No upstream influence on the
runner is observed. At the outlet of the draft tube, the disturbance has mostly subsided.
The trend of pressure shows a similar behavior with two major differences. The first
difference is that the two diffuser channels exhibit an opposing trend. An increase in
pressure in the cone leads to a time-delayed increase in the left channel and a time-delayed
decrease in the right channel. The second difference is that a change in pressure in the cone
leads to a time-delayed opposing change in pressure in the upstream direction. The shown
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results lead to the conclusion that the unsteady behavior of the draft tube originates in the
cone of the draft tube.

Figure 9. Monitor planes in the draft tube.

Figure 10. Mass-flow-averaged kinetic energy (left) and pressure (right) on different monitor planes
in the draft tube (cf. Figure 9). The values are normalized with the respective value of Runner Out
400 M SBES.

This conclusion is further confirmed by Figure 11, where instantaneous velocity
fields are shown on multiple monitor planes in the draft tube for different revolutions.
For revolution five, the head loss in the draft tube (cf. Figure 8) has a similar value for both
the 20 M and 400 M simulations. The flow field in the draft tube is largely comparable.
Extensive flow features, e.g., higher velocities at the top than the bottom of the elbow, are
present in both simulations. In detail, there are differences. These are particularly visible
on the plane at the end of the cone. The 20 M simulation shows a region of low velocity
near the wall, which is not present in the 400 M simulation. Furthermore, the overall
granularity is much finer in the 400 M simulations. The following shown revolutions
from 15 to 25 comprise the major peak in the trend of the total head and head loss in
the draft tube of the 20 M simulation. The 400 M simulation does not change drastically
with time. Major flow features remain preserved, and only spatial limited fluctuations
occur. The flow of the 20 M simulation exhibits a substantially different behavior. Starting
with revolution 15, the region with low velocities at the end of the cone becomes unstable
and detaches from the wall in the following revolutions. In the last two shown pictures,
the flow in the cone stabilizes again. The detachment is transported downstream and
leads to major vortices downstream of the cone, which is especially visible on the monitor
plane in the elbow. With increasing distance in the downstream direction, the impact of
the detachment on the flow field weakens. At the outlet of the draft tube, only minor
changes in the flow field are visible. The flow upstream at the inlet to the cone is only
slightly influenced. The shown instability explains the differences in velocity and standard
deviation on the measurement planes in the diffuser channels between the 20 M simulation,
400 M simulation and measurement shown in Figure 7.
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Revolutions = 5.0

20 M

Revolutions = 5.0

400 M

Revolutions = 15.0

20 M

Revolutions = 15.0

400 M

Revolutions = 17.5

20 M

Revolutions = 17.5

400 M

Revolutions = 20.0

20 M

Revolutions = 20.0

400 M

Revolutions = 22.5

20 M

Revolutions = 22.5

400 M

Figure 11. Cont.
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Revolutions = 25.0

20 M

Revolutions = 25.0

400 M

Figure 11. Instantaneous velocity fields on monitor planes in the draft tube at different revolutions.
Left rows: 20 M simulation. Right rows: 400 M simulation.

4. Conclusions and Outlook

The first results of a hybrid RANS-LES simulation on a mesh with 400 million hexa-
hedral elements and of a standard RANS simulation with 20 million hexahedral elements
were presented and compared to each other as well as measurements. The results of the
400 M simulation indicate that most of the simulation domain ran in LES mode and that
the regions in LES mode were properly resolved. Furthermore, the results are in good
agreement with the measurement, and the simulation seems to accurately predict the flow
in the turbine. A time-resolved analysis of the 400 M simulation shows that this simulation
reached a quasi steady state in the integral values and flow field, which was also observed
in the experiment. The 20 M simulation exhibited a highly unsteady behavior in the draft
tube, leading to an unsteady trend of the total head. This instability arose in the cone of the
draft tube and was transported primarily in downstream direction.

Currently, the most crucial flow features and primary influencing factors for pre-
cise simulations of Kaplan turbines, such as the turbulence model and time step size,
remain unclear. In order to determine these factors, a comprehensive analysis is required,
which involves comparing current simulations and experiments and conducting additional
simulations with varied settings.
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Nomenclature and Abbreviations

y+ Dimensionless wall distance
∆t Time step size
νt Turbulent viscosity
ν Dynamic viscosity
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fS Shielding function of SBES turbulence model
Q Q-criterion—second invariant of the velocity gradient tensor
S Strain rate tensor
Ω Vorticity tensor
20 M Simulation on a 20-million-element mesh
400 M Simulation on a 400-million-element mesh
RANS Reynolds-averaged Navier–Stokes (equation)
LES Large eddy simulation
SBES Stress-blended eddy simulation
PIV Particle image velocimetry
SC Spiral casing
SVGV Stay vane and guide vane
RU Runner
DT Draft tube
TW Tailwater
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