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Abstract: Head-mounted displays (HMDs) are hands-free devices particularly useful for guiding
near-field tasks such as manual surgical procedures. See-through HMDs do not significantly alter the
user’s direct view of the world, but the optical merging of real and virtual information can hinder
their coherent and simultaneous perception. In particular, the coherence between the real and virtual
content is affected by a viewpoint parallax-related misalignment, which is due to the inaccessibility
of the user-perceived reality through the semi-transparent optical combiner of the OST Optical See-
Through (OST) display. Recent works demonstrated that a proper selection of the collimation optics
of the HMD significantly mitigates the parallax-related registration error without the need for any
eye-tracking cameras and/or for any error-prone alignment-based display calibration procedures.
These solutions are either based on HMDs that projects the virtual imaging plane directly at arm’s
distance, or they require the integration on the HMD of additional lenses to optically move the image
of the observed scene to the virtual projection plane of the HMD. This paper describes and evaluates
the pros and cons of both the suggested solutions by providing an analytical estimation of the residual
registration error achieved with both solutions and discussing the perceptual issues generated by the
simultaneous focalization of real and virtual information.

Keywords: mixed/augmented reality; optical see-through; calibration

1. Introduction

Recent research suggests that Head-Mounted Displays (HMDs) could improve worker
performances in a variety of tasks [1–3]. HMDs indeed can deliver contextually relevant
information in real-time while avoiding the unsafe eyesight shift away from the working
area so that less mental effort is needed for compensating perspective differences. In
surgery, there is a growing interest to guide manual tasks using virtual information that
should be accurately aligned to the real target [4,5] as a virtual cutting line registered with
the anatomy to perform the surgical resection [6]. In Augmented Reality (AR) HMDs,
the see-through mechanism can be implemented through two main paradigms: video
see-through (VST) and optical see-through (OST). In VST HMDs, the view of the real world
is obstructed as it is mediated by one or two world-facing cameras. The camera views are
first digitally merged with the virtual content and then rendered on the two microdisplays
of the HMD. This approach, even if well implemented, introduces non-negligible chromatic,
temporal, and perspective alterations with respect to the naked-eye view. These aberrations,
although not substantially affecting the performance of high-precision manual tasks [6], at
least for short-term use, inevitably raise safety issues in case of system faults. By contrast,
in OST HMDs, the user’s direct view of the world is preserved and there is no camera
mediated view. Here, the direct view of the real world is optically fused, via an optical
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combiner, with the computer-generated content [7]. This virtual content is rendered on
a micro-display and then projected to the user’s retina through collimation lenses that
focus the virtual 2D image so that it appears at the virtual focal plane placed at a fixed
distance [8–10] (i.e., the display focal plane). This aspect is a clear advantage in respect
to VST, particularly when used to view and interact with objects in space, given that the
user can maintain almost his/her unaltered view. OST monofocal HMDs are nowadays a
key technological asset in several application fields. However, their use is prone to several
technology and human factors issues, particularly if used in the peripersonal space (i.e.,
the area surrounding the user’s body where objects can be grasped and manipulated)
to guide manual precision tasks, such as in surgery, as we will outline in the following
subsections [11,12].

1.1. Vergence-Accommodation Conflict (VAC) and Focal Rivalry (FR)

The visual discomfort caused by using general-purpose monofocal OST HMDs for
an extended period of time remains an ongoing challenge. When viewing the AR content
with a general-purpose monofocal OST display, the user’s eye accommodates to the virtual
focal plane, to view the virtual information in focus, and both eyes are forced to converge
to the distance of the real 3D object on which the virtual information is superimposed.
This causes the well-known vergence-accommodation conflict (VAC) typical of both AR
and VR HMDs. Literature studies have proved that VAC contributes to visual fatigue
(asthenopia), especially in case of prolonged use [13] that, for some users, can cause serious
side-effects even after the using of the device [14]. All the current market available OST
HMDs are only capable of presenting the virtual content on a single fixed focal distance
except for the Magic Leap 1 and 2, which can, depending on the user’s eye gaze, switch
between either of two fixed focal planes (1 m or 3 m), and the not yet marketed AVEGANT.
Another main perceptual issue is the focal rivalry (FR) [9] induced when the user try to
view a real object and some virtual content together, but the distance gap between them
(real distance—focus plane distance) goes beyond what the human eye can simultaneously
accommodate. Recently, a growing research interest has been dedicated to the use of
traditional OST HMDs to guide highly challenging manual tasks, such as in image-guided
surgery. In these applications, the virtual content must be superimposed on the target
anatomical structure, and the visual efficacy can be greatly compromised due to the blurring
related to the viewing virtual content and physical objects at different distances. As already
demonstrated, the Microsoft HoloLens, whose focus plane is at 2 m, does not allow reliable
guidance of high-precision manual tasks [15].

1.2. Depth Perception Issues

An effective AR visualization can dramatically improve the outcome and efficiency
of interactive environments, but poor AR and not consistent visualization may result in
cognitive overload or misinterpretation [16]. The perceptual issues listed in the previous
section not only cause visual discomfort and visual fatigue but also generate subtle con-
flicts between real and virtual images that inevitably alter the perception of the relative
distances/depths, thus degrading performance [17]. For instance, the biases in perceived
3D scene structure produced by inappropriate focus cues (retinal blur and accommodation)
in AR headsets greatly hamper their widespread adoption outside laboratory environments
across challenging industrial and medical settings [18].

1.3. Spatial Perception Issues

Locational coherence in AR OST displays requires a correct registration between real
objects, tracking devices, and user’s perspective. In OST near-eye displays, robust and
accurate AR image registration is hard to achieve since it relies on a dedicated display
calibration that accounts for the accurate estimation of the viewpoint position with respect
to the display. In 2017, Klein G. reported for the HoloLens 1 a maximum static registration
error <10 mrad, which is equivalent to an error of about 5 mm at a distance of 500 mm
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from the eye, likewise confirmed in [19]. This registration is mainly due to an inaccurate
estimation of the eye position relative to the display. Manual calibration procedures require
the user interaction to acquire sets of 3D-2D correspondences by aligning, from different
points of view view, world points to image points shown through the OST display [20].
These approaches, particularly when used to estimate all the projection parameters at the
same time, are highly dependent on the user skill, time-consuming, and they should be
repeated every time the HMD is moved in respect to user’s head. Automatic methods
were proposed by different research groups in the past [21–23]. These methods integrate a
user-specific and real-time evaluation of the position of the user’s eye with respect to the
OST display using two inward-looking eye-tracking cameras attached to the HMD frame.
Eye-tracking cameras can estimate the position of the centre of rotation of the user’s eye,
whereas a proper OST display calibration requires the estimation of the eye’s nodal point
position. This aspect makes the calibration less accurate when the eyes are converging.

1.4. The “Holy Grail” of Light Field Displays

All the perceptual issues described in the previous subsections are due to the geomet-
rical incompatibility between the light rays generated by the real environment and those
generated by the OST display. Taking into account the real world seen with the naked
eyes, using the simplified rules of geometrical optics, each point can emits, transmits, or
reflects light rays along every directions. These light rays intersecting every point in space
can be described as a light field. The directions of light rays crossing a surface can be
parameterised with a 4D function that describes the light field (e.g., two dimensions for
defining the position on the surface and two dimensions for defining the zenith and the
azimuth angles of the direction) [24]. The user through an OST display sees the chromatic
information of some of the light rays related to the real world and crossing the OST display.
All the issues related to the monofocal OST HMDs are due to the incompatibility between
the 4D light field, related to the real world, and the virtual information, rendered as a 2D
image on the virtual focus plane. This incompatibility generates a mismatch along the three
dimensions between real and virtual information and it is the cause of all the perceptual is-
sues mentioned in the previous sections: discomfort, non-consistent depth cues, inaccurate
understanding and interaction with the augmented scene, virtual-to-real registration error.
OST HMDs based on light field displays could solve all the issues related to monofocal OST
HMDs by rendering the virtual content as a dynamically updated virtual 4D light field, in
front of the user’s eye, to avoid any incompatibility, and consequently to provide the user
with a natural and reliable visual perception and interaction with both the virtual and the
real content [14,25]. An experimental study demonstrated that a light field HMD potentially
solves the perceptual conflict due to mismatched accommodations intrinsic to standard
monofocal OST HMDs [26], while in another study the parallax error is removed [27].
However, the sophisticated laboratory prototypes of light field displays based on stacked
LCD panels or on integral imaging technology [28,29] were/are still characterised by a
non-sufficient depth-of-field, a low anular resolution, and a reduced brightness of the
display. In both approaches, the light field is discretised in terms of light ray directions,
offering different chromatic information along different angles. The discretisation of the
light field in terms of distances is the optimal trade-off between technological feasibility
and human vision system needs, and they are referred to as multifocal displays [30]. As
written, multifocal display technology are rare implemented in the market, but numerous a
lot of research work have been proposed since the 1990s [31]. The distance-based displays
usually contains several display panels or projection screens that are optically placed at
different distance.

Recent works of our group demonstrated that a proper selection of the optics of the
HMD significantly mitigates the parallax-related registration error without the need for
any eye-tracking cameras and/or for any error-prone alignment-based display calibration
procedures. This new paper is a roadmap within our two approaches, not previously
compared, to describes and evaluates the pros and cons of both the suggested solutions. In
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particular Section 2 describes how to obtain the result with HMDs that projects the virtual
imaging plane directly at arm’s distance, while Section 3 a sub-optimal solution based
on the integration on the HMD of additional lenses to optically move the image of the
observed scene to the virtual projection plane of the HMD.

2. Appropriate Setting of the Display Focus Plane Distance

As described in the previous section, the most promising technological approach to
implement an OST display devoid of any perceptual issue is the light field with a multifocal
solution. The spacing between the focal planes should be quantified using optical rules and
considering the entire range of viewing distances in front of the user. In the case of manual
procedures, especially during precision tasks, the viewing distance range is limited by the
arm length (600–700 mm) and as described in the following, a single focal plane with a
proper distance can be enough. As described in Section 1.3 the eye-display pinhole model
must be calibrated for any user’s eye position: the virtual rendering camera can then be
parameterized through the obtained projection parameters to register the virtual content
to the real scene. Yet, the hard part is to accurately determine the current position of the
user’s eye nodal point. If the display is calibrated for an arbitrary calibration position [32],
from which the virtual camera rendering generates the image displayed on the virtual focal
plane, the off-set between the actual user’s eye position and the calibration position induces
a parallax-related registration error (Figure 1), which could be compensated determining
exactly such eye offset, for example with an eye-tracking camera.

Figure 1. Parallax-induced augmented reality misalignment: for simplicity we can consider the real
3D information that lies on the plane W while the virtual information lies on the focal plane π; if the
eye is positioned exactly at calibration position the virtual (green) information appears registered
with the real (black) one, otherwise the user can perceive a misalignment (highlighted in red).

As depicted in Figure 2, by adopting OST displays with an optical engine that colli-
mates the virtual focal plane π at/close to the working distance D, we reduce the viewpoint
parallax-related registration error provided that the range of working distances is not too
far from the distance of the focal plane of the display.
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Figure 2. An HMD with the appropriate setting of the display focus plane distance at/close to the
working distance mitigates the parallax-induced misalignment. If the real (black) information is not
at the optimal design distance D the virtual (green) information appears misaligned (in red) (if the
eye is not exactly at the calibration position).

This concept is geometrically detailed in [32], where it is also modeled the registration
error E as a function of the radial viewpoint shift O with respect to the calibration position,
the generic world point depth p, and the virtual focus plane distance D:

|E| = O
∣∣∣ p
D

− 1
∣∣∣ (1)

In a real implementation, the virtual information is not projected by the optics with
a rigorous central projection and on a perfectly flat plane: each pixel is projected with a
distorted projection angle, and it is focalized before or after the design plane [33]. The
validation study performed in [32] confirms the validity of Equation (1). In OST displays,
the eye-box, that is the spatial range where an eye can be located to see the entire display, is
generally at most 8–10 mm in diameter. Calibrating the display in the center of the eye-box
and considering a reasonable maximum eye offset O of 4 mm, based on Equation (1) the
parallax error contribution remains lower than 1 mm for real points between 300 and
500 mm (p) if the OST display focal plane distance D is at 400 mm, as we already demon-
strated in the experiments reported in [32]. In the same depth range, if we can guarantee a
reasonable maximum eye offset O of 2 mm the error contribution becomes only 0.5 mm.

As reported in [34], simple optical rules allow us to quantify the depth of focus limits:

NearDOF =
1

1
p + ∆DOF

(2)

FarDOF =
1

1
p − ∆DOF

(3)

where ∆DOF is the depth of focus of the human eye expressed in diopters, which estimated
mean value is 0.5 m−1 [35]. Given the same example of the display with the virtual
image at distance D = 400 mm, the NearDOF is 333 mm and the FarDOF 500 mm. In this
interval, both the virtual and the real information are perceived in focus, so devoid of any
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focus rivalry and vergence-accommodation conflict, with proper focus depth cues and a
sub-millimetric registration error parallax contribution (in function of the maximum eye
offset). In other words, for purposes of manual tasks guidance, and as a function of the
required registration accuracy, the light field associated to the virtual information can be
considered locationally compatible with the real one. As a general design rule, the OST
display designers should therefore set the virtual focus plane distance considering the
average working distance associated with the task for which the display is intended to
be mostly used, and based on ergonomics requirements (e.g., for tasks performed while
seated or stand-up). At the same time, the designers should also set the display depth
range considering the accuracy required by the task (Equation (1)) and as a function of the
depth of focus interval (Equations (2) and (3)).

3. Additional Optics in Front of the OST Display

The approach described in the previous section requires a customization of the optics
inside the display and furthermore it is not suitable for OST displays with an optical
combiner consisting only in a waveguide, which requires a collimation optics that project
the microdisplay image at infinite distance [36]. An alternative approach [37] is to add
an ad-hoc lens in front of the OST display, to project the image of the real scene at the
same distance as the virtual image. In Figure 3 this concept is depicted in the case of a
waveguide-based OST dis-play with the additional optics consisting in a positive lens.

Figure 3. Solution with an additional optics in front of the OST display. The positive lens in front
of the OST display projects the image of the real information -placed at the optimal design distance
Dw- to the virtual focal plane π to guarantee the registration even if the eye is not at the calibration
position. If the real (black) information is not at the design working distance Dw its image will not be
on the virtual focal plane and the virtual (green) information will appear misaligned (in red) (if the
eye is not exactly at the calibration position).

The focal length f of the additional lens can be set using the thin lens equation:

d = − f p
p − f

(4)
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where p is the distance between a point and the lens and d is the distance of the same point
seen through the lens. Given Equation (4), to project points placed at the preferred design
working distance Dw over the virtual image plane at distance D:

f =
DwD

Dw + D
(5)

The virtual rendering camera must be properly parameterised through a dedicated
calibration that encompasses the intrinsic parameters (linear and non-linear) of the OST
display coupled, in this case, with the additional lens [35] to obtain a proper image regis-
tration of the virtual content to the real scene. Notably, the additional lens introduces a
certain magnification (in the same way as viewing through a pair of ophthalmic glasses for
presbyopia), which, during precision tasks, could represent itself an advantage. Also, in
this case the offset O between the actual eye and calibration position induces a parallax-
related registration error, which can be maintained under control in function of the task
requirements using the following rules. In case of waveguide-based displays (with virtual
focal plane at infinity, not as in Figure 3), the registration error E in function of the radial
viewpoint shift O in respect to the calibration position, the generic world point depth p, the
eye to lens distance r, and the preferred working distance Dw becomes [37]:

|E| = O
∣∣∣∣ (p + r)(p − Dw)

pr − Dw(p + r)

∣∣∣∣ (6)

In case of negligible distance r in respect to the working distance, the equation can be
approximated as:

|E| ≈ O
∣∣∣ p
Dw

− 1
∣∣∣ (7)

Obtaining the same form valid for the case without the additional lens (Equation (1)),
also sharing the same considerations about the magnitude of the registration error as a
function of the eye offset O with respect to the calibration position. For example, also in
this case, for a preferred working distance Dw of 400 mm the parallax contribution to the
registration error remains under 1 mm in the range between 300 and 500 mm (p), with a
maximum offset O of 4 mm, as we already demonstrated in the experiments reported in [37].
In this case, the virtual information remains on the display virtual focus plane at distance
D, whereas the real information related to a point at distance p seen through the lens is
moved at distance d (Equation (4)). For this reason, in case of a binocular implementation,
the additional lens can introduce discomfort due to a vergence-accommodation conflict
in the visualization of the real information, because the user’s eye accommodates the real
world at distance d, and, at the same time, it is forced to converge to the distance of the
real fixation point at distance p. Furthermore, points of at real world at distances over the
magnifier focal distance (p > f ) are optically formed not in front of the eye but behind the
eye, and for this reason, they cannot be perfectly focused: the greater the distance of the
object beyond the focal length of the magnifier, the greater the out of focus user view.

Table 1 reports a quick comparison of this solution with the previous solution de-
scribed in Section 2.



Multimodal Technol. Interact. 2024, 8, 4 8 of 10

Table 1. A comparison between the solution consisting in an appropriate setting of the display focus
plane distance with the additional optics in front of the OST display.

Display with an Appropriate Focus
Plane Distance Additional Optics in Front of the Display

Parallax-related registration error
Avoided at the optimal design working distance,
significantly mitigated in the surrounding area
(Equation (1))

Avoided at the optimal design working distance,
significantly mitigated in the surrounding area
(Equation (7))

Focus rivalry Avoided in a useful working distance range
(Equations (2) and (3)) Avoided in a useful working distance range

Vergence-accommodation conflict Avoided in a useful working distance range
(Equations (2) and (3)) Can be an issue

Wave guide display with infinite
focal plane Not feasible Feasible

4. Discussion and Conclusions

In case of OST displays to be used to guide manual surgical procedures, the designer
should set the virtual focus plane distance based on strict ergonomics requirements as-
sociated with the task and define the working depth interval in function of the accuracy
required by the task (1) and in function of the depth of focus. Depending on the task
requirements, the virtual guidance information could be shown only in the working depth
interval to guarantee the user performance. If a customization of the optics inside the
display is not possible, an additional optics properly set in front of the display allows
achieving the required registration accuracy in a predefined depth interval. This additional
lens introduces focus distortions in the user’s real-world view that could compromise the
correct execution of the task, even in the case of a perfect spatial AR registration. In both
cases, a proper eye-display calibration for the calibration position is required and, especially
in tasks requiring quick movements of the objects or of the head, the rendering frame rate
and the entire rendering latency could introduce another dynamic source of registration
error. Another technological point that could impact on the total registration error is the
display angular resolution that spatially quantize the virtual information; this contribution
is negligible in modern OST display with a number of pixels per degree close to 60, the
maximum human visual acuity.
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