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Abstract: This paper discusses the potential benefits of using augmented reality (AR) technology to
enhance human–robot collaborative industrial processes. The authors describe a real-world use case
at Siemens premises in which an AR-based authoring tool is used to reduce cognitive load, assist
human workers in training robots, and support calibration and inspection tasks during assembly tasks.
The study highlights the potential of AR as a solution for optimizing human–robot collaboration
and improving productivity. The article describes the methodology used to deploy and evaluate the
ARContent tool, which demonstrated improved usability, reduced task load, and increased efficiency
in the assembly process. However, the study is limited by the restricted availability of workers and
their knowledge of assembly tasks with robots. The authors suggest that future work should focus
on testing the ARContent tool with a larger user pool and improving the authoring tool based on the
shortcomings identified during the study. Overall, this work shows the potential for AR technology
to revolutionize industrial processes and improve collaboration between humans and robots.

Keywords: augmented reality; human–robot collaboration; collaborative robotics; guidance;
connected factory; Industry 5.0

1. Introduction

The fifth industrial revolution is a reality that focuses on putting workers at the center
of production while using new technologies to promote prosperity, job creation, and envi-
ronmental sustainability [1]. This revolution leverages workers’ skills and knowledge to
collaborate effectively with machines and robots [2,3]. Additionally, it introduces flexibility
in production processes to reduce environmental impact.

Human–robot collaboration (HRC) is a key enabler of Industry 5.0, as it facilitates
humans and robots to work together in a seamless and productive manner. The idea
is to combine the unique strengths of humans, such as creativity, problem-solving, and
adaptability, with the precision, speed, and accuracy of robots [4]. HRC has the potential
to revolutionize manufacturing and other industries by improving productivity, safety,
and efficiency while also reducing production costs. In general, HRC will play a critical
role in creating new job opportunities, promoting innovation, and achieving sustainable
growth in Industry 5.0 [5]. Collaborative robots (cobots) are versatile and flexible tools that
can be used for small batch production. This is particularly advantageous for small and
medium-sized enterprises (SMEs) as it reduces the time and effort needed to adapt to new
processes. Instead of deskilling the workforce, as occurred in Europe’s previous automation
practices [6], Industry 5.0 emphasizes the need for highly skilled human-machine teams to
improve productivity and ergonomics in carrying out versatile, customer-specific tasks [1].
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In this context, technology plays a crucial role in supporting workers and enabling
them to play a significant role in digital transformation [4]. Manufacturing tasks are crucial
elements in any industrial revolution, as they can impact the cost, time, and quality of a
product. Assembly tasks, in particular, can be complex and require precise adjustments
for optimal results. Augmented reality (AR) and human–robot collaboration concepts
are technologies that can optimize the skills of the workforce towards more effective and
productive performance. AR technology can be used to provide workers with real-time
information to help them in their daily tasks, including operational activities, maintenance,
and the control of industrial machinery and systems [7]. This technology allows workers to
interact with their physical environment more efficiently and effectively. By integrating
workers into the system, providing them with real-time information about procedures and
processes, and allowing them to make decisions to improve efficiency and productivity, time
and cost parameters can be reduced while increasing worker engagement with technology.
As a result, greater progress can be achieved with less effort [7].

AR combined with HRC can enable workers to leverage their strengths, while robots
handle repetitive or physically demanding tasks. By working together, humans and robots
can achieve better results than either could alone. Furthermore, workers who are trained
and skilled can work more efficiently and effectively, especially when collaborating with
robots. To ensure smooth collaboration, non-invasive devices (such as AR glasses) can
support workers by allowing them to focus on the task at hand and integrating the cobots’
tasks into the process flow [8]. However, there are challenges associated with the use of AR
in manufacturing, which can be summarized as [9]:

• Specialized workers to create the content for the AR experience: The creation of
AR content requires a certain level of technical expertise, and the authoring tools
can be complex and difficult to use. In addition, the cost of creating AR content
can be high, and there is a need for ongoing maintenance and updates to keep the
AR content relevant and effective.

• Technical background in AR: The integration of AR with existing manufacturing sys-
tems and processes can be complex, and there may be a need for additional hardware
and software to support the use of AR. In addition, the use of AR may require changes
to existing processes and workflows, which is time-consuming and disruptive.

Overall, addressing the two challenges is crucial to realizing the full potential of
augmented reality (AR) for human–robot collaboration (HRC). This paper focuses on the
need for developing personalized AR applications for industrial settings and emphasizes
the importance of providing authoring tools that are accessible to non-IT professionals.

The current state of the art in AR authoring tools is reviewed, revealing a significant
gap in the availability of industry-specific AR authoring tools for manufacturing scenarios,
with special emphasis on HRC. Additionally, the paper highlights the absence of established
requirements and guidelines for creating such tools. Furthermore, the lack of context-
aware authoring tools is emphasized, which are critical for effective HRC in industrial
environments. As a main contribution, the paper presents the ARContent tool, a context-
aware AR authoring tool that provides support for human–robot collaboration scenarios via
a web interface for non-expert users. The ARContent tool enables the creation of augmented
manuals using AR and 3D model animation to monitor and validate a manufacturing
procedure and translate it into an animated sequence of steps, thereby supporting workers
in learning how to develop a task or maintain a machine or system through AR manuals
rather than traditional PDF manuals.

Additionally, the paper discusses the integration of the ARContent tool with the
FI-WARE context broker to support real-time coordination of the different activities to
be performed by the worker and the robot in the same ecosystem, enabling real-time
data analysis and improved performance. Through a real use case at Siemens premises,
we demonstrate how AR can effectively reduce cognitive load, assist human workers
in training robots, and support calibration and inspection tasks. The main objective is
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to highlight the potential of AR as a solution for optimizing human–robot collaboration
during assembly tasks while improving productivity.

This article is structured as follows. Section 2.1 provides an introduction to the
state of the art in authoring tools for AR. Section 3 describes the AR-based authoring
tool proposed by the SHOP4CF H2020 project for smart factories of the future, including
the methodology followed to deploy and evaluate the tool’s performance in an assembly
use case developed within the project. Finally, Sections 4 and 5 summarize the main
findings and future directions.

2. Related Work

In recent years, there has been an increasing interest in the use of augmented reality
(AR) in industrial environments. However, creating customized AR applications for these
environments can be challenging without extensive knowledge of programming languages,
which makes it difficult for companies to adopt and use this technology. Additionally, the
development and personalization of AR applications can be expensive and time-consuming,
as it requires the involvement of AR developers. To address these challenges, there has been
a growing focus on the development of authoring tools that enable the configuration and
personalization of AR applications in a simple and efficient manner, while also allowing
companies to adjust the application to their specific preferences. These authoring tools
can help reduce the cost and time required for the development and personalization of
AR applications, making it easier for companies to adopt and utilize this technology in
their industrial processes. This section provides a review of the current state of the art of
authoring tools and AR applications in industrial environments.

2.1. AR Applications in Industrial Environments

An authoring tool, also known as an editing tool, is visual software that enables
the creation of applications without requiring programming skills. This type of tool
provides non-IT professionals with a convenient way to rapidly build simple business
applications without coding [10,11]. Authoring tools have been used for years in various
fields, including instructional design, multimedia creation, and education [12]. Over
time, authoring tools, including those for AR, have become crucial in the context of
digital content creation and exploitation.

AR authoring heavily depends on the content and real environment used during
authoring, which is known as the authoring context. Simple content, such as purely
textual instructions registered in a simple environment, such as 2D artificial markers, is
easy to author. In comparison, using complex content, such as multiple 3D models with
relevant animations within a complex environment, such as a physical assembly with
homogeneous color, is much harder to author. Thus, it is important to recognize the
authoring context of every authoring tool [13]. The literature typically categorizes AR
authoring tools through various taxonomies, and there are dozens of concrete examples
sorted according to different categories.

In 2015, the study performed in [14] sorted 19 commercial and academic AR authoring
tools by authoring paradigms (for example, stand-alone vs. AR-plugin) and deployment
strategies (platform-specific vs. platform-independent). Years later in 2018, Ref. [15] con-
ducted an AR authoring tools classification by their level of fidelity in AR/VR and by
the required skills and resources involved. Five classes were identified: basic mobile
screens and interactions, basic AR/VR scenes and interactions, AR/VR-focused interac-
tions, 3D content, and 3D games and applications. Even more recently, in 2019, Ref. [13]
proposed a new taxonomy for categorizing AR authoring tools based on design, including
linking systems, AR previewers, virtual registration, hybrid methods, context-awareness,
knowledge-based, and third-party packages. As we have just reviewed, the literature
typically categorizes AR authoring tools through various taxonomies, and all these papers
point to dozens of concrete examples sorted according to the above categories. However,
there is a lack of established requirements and guidelines for developing industry-specific
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AR authoring tools specifically for human–robot collaboration, possibly due to a lack of
real-world evaluation and field experiments.

AR authoring tools can play a crucial role in enhancing human–robot collaboration by
providing a common platform for information sharing and collaboration between humans
and robots. By providing a visual representation of the information being shared, AR
authoring tools can improve communication and coordination between human and robot
participants. The only paper found that addresses augmented reality and human-robot
collaboration proposing a classification and a taxonomy is found in [16]. The solution
we provide focuses on the intersection of augmented reality and robotics, and how AR
technology can enhance their interaction. It also highlights the potential benefits of AR
in enhancing human–robot interaction and robotic interfaces and points to areas where
further research is needed. In this comprehensive study [16] comprising 460 references on
augmented reality and HRC, only two refer to authoring tools. The first one [17] is mainly
focused on human actions previously created to generate future robotic actions based on a
motion-capture system, in order to speed up the collaboration with a robot. The second
one [18] deals with programming swarm user interfaces (Swarm UI) by leveraging direct
physical manipulation; in other words, something very ad-hoc.

After analyzing taxonomies, existing AR tools, and industrial applications, our no-
code tool, called ARContent, is the only context-aware AR authoring tool with the ability
to provide binding for humans.

3. Materials and Methods

This section describes the methodology used for the application of one AR authoring
tool in a real smart factory use case. Initially, the methodological and architecture frame-
work of SHOP4CF is explained in Section 3.1. Subsequently, Section 3.2 provides a detailed
description of the authoring tool provided in SHOP4CF, called the AR-based Content
Tool (ARContent). The evaluation framework and the Siemens use case are described in
Sections 3.3 and 3.4, respectively.

3.1. Methodological Framework and Architecture

The SHOP4CF architecture consists of two main layers: the software layer and
the hardware layer. The software layer comprises proprietary components such as
the ARContent tool, middleware, third-party information systems, and containers that
provide operating system-level virtualization. The hardware layer, on the other hand, is
composed of servers and cyber-physical systems. Additionally, IoT devices can belong
to either layer [19].

To handle middleware tasks, SHOP4CF uses the open-source FI-WARE platform
because of its extensive support from other European projects and its focus on context
information management. Context information is critical for smart factory applications as it
pertains to the current state of the physical and virtual objects on the shop floor. SHOP4CF
components exchange information through the FIWARE middleware whenever possible,
except for connections that require real-time processing. In such cases, the components
or IoT devices communicate directly because the FIWARE middleware cannot guarantee
real-time response times.

In terms of the platform’s architecture, there are different levels that are categorized
based on their proximity to the hardware (see Figure 1). The topmost level includes
the SHOP4CF components and third-party information systems that use software com-
ponents to transmit and receive information. The middle level houses middleware,
containers, and software for cyber-physical systems, which are responsible for moving
data between hardware and software components. At the bottom of the platform, you
can find hardware components such as servers and IoT devices, which are designed to
perform environmental changes.



Multimodal Technol. Interact. 2023, 7, 40 5 of 15

Multimodal Technol. Interact. 2023, 7, x FOR PEER REVIEW 5 of 18 
 

 

hardware components such as servers and IoT devices, which are designed to perform 

environmental changes. 

 

Figure 1. Top-level logical platform architecture of the SHOP4CF project [20]. 

3.2. AR-Based Content Tool 

The AR-based content editor, called ARContent, provides a tool for creating aug-

mented reality (AR) content using 3D model animation. Its purpose is to monitor and 

validate manufacturing procedures by translating them into an animated sequence of 

steps. These steps are later presented using AR and 3D models of the involved machines 

and systems. 

The tool consists of an easy-to-use authoring tool for creating augmented manuals 

with different steps to guide a worker in performing a task, and a visualization tool to 

display the AR manual created by the worker during the task. Instead of using traditional 

PDF manuals, the ARContent tool allows the creation of AR manuals that are focused on 

supporting workers to learn how to perform a task or maintain a machine or system. 

The ARContent tool supports the creation, visualization, and maintenance of AR ap-

plications in an agile and simple way, without prior programming knowledge, using a 

web solution. The ARContent editor creates and configures AR manuals based on a set of 

steps with different assets, such as 3D models, audio, PDF files, images, and video. These 

assets can be configured to be displayed when a pattern is scanned or when the step is 

started. Objects can be configured with animations to provide clearer instructions when 

the AR manual is viewed. Figure 2 shows an overview of the main screen of the editor. 

Figure 1. Top-level logical platform architecture of the SHOP4CF project [20].

3.2. AR-Based Content Tool

The AR-based content editor, called ARContent, provides a tool for creating aug-
mented reality (AR) content using 3D model animation. Its purpose is to monitor and
validate manufacturing procedures by translating them into an animated sequence of
steps. These steps are later presented using AR and 3D models of the involved machines
and systems.

The tool consists of an easy-to-use authoring tool for creating augmented manuals
with different steps to guide a worker in performing a task, and a visualization tool to
display the AR manual created by the worker during the task. Instead of using traditional
PDF manuals, the ARContent tool allows the creation of AR manuals that are focused on
supporting workers to learn how to perform a task or maintain a machine or system.

The ARContent tool supports the creation, visualization, and maintenance of AR
applications in an agile and simple way, without prior programming knowledge, using a
web solution. The ARContent editor creates and configures AR manuals based on a set of
steps with different assets, such as 3D models, audio, PDF files, images, and video. These
assets can be configured to be displayed when a pattern is scanned or when the step is
started. Objects can be configured with animations to provide clearer instructions when
the AR manual is viewed. Figure 2 shows an overview of the main screen of the editor.

To enable a scenario focused on human–robot collaboration, the tool is integrated with
FIWARE [21] as middleware to manage context information, such as the current state of
the surrounding real world as perceived by a robot. The Orion content broker is a powerful
tool for managing data in a scalable and efficient manner, making it an ideal solution for
robots that generate large amounts of sensor data or other types of information. With its
scalability, real-time data analysis, and interoperability features, the content broker can
help unlock new insights and improve the performance of robots in various contexts. This
technology is particularly valuable for applications that require rapid response times or
need to share data across multiple systems or platforms. In this case, using the context
broker, the status of the different activities to be performed by the worker and the robot can
be easily shared and coordinated in the same ecosystem, enabling real-time data analysis
and improved performance.

The integration procedure to coordinate the collaborative tasks between the AR-
Content tool, FIWARE, and the cobot is as follows: each time the robot completes an
activity, a message is published in the FIWARE context broker. The message contains
information about the activity, such as the type of task performed, the next task to
be completed, and any relevant parameters. The ARContent tool is subscribed to the
context broker to receive updates about new messages related to tasks to be performed
by the worker using the AR manual. These tasks are identified with the value “urn:ngsi-
ld:Device:siemens:hololense”, as detailed in Figure 3. Based on the information received
from the context broker, the tool can determine whether the worker needs to start an
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AR-based task or whether additional information is needed before the task can be
started. This approach enables real-time collaboration between robots and workers,
allowing for more efficient and effective task execution.
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3.3. Evaluation Framework

To assess the deployment of a complex infrastructure in industrial environments, it
is necessary to have a comprehensive evaluation framework. Such a framework should
support the holistic assessment of components while providing enough flexibility to adapt
methods and evaluation objectives to the individual needs and contexts of different indus-
trial use cases.

The SHOP4CF evaluation framework aims to provide a highly adaptable method-
ological framework that can produce comparable results across the involved pilots [20].
The framework proposes an iterative evaluation process based on the assessment of the
immediate implications of the pilots, including user experience, user acceptance, usability,
ergonomics, safety, ethical aspects, and impacts on company workflows.

The iterative approach comprises several coordinated actions in different steps and
tasks of the pilot design and execution, incrementally refined and reviewed. To support
these steps and tasks, a set of tools was designed to facilitate the definition of objectives,
the selection of measurement instruments, and the collection and analysis of data.

During the definition of pilot use cases, the involved technical and pilot staff worked
together to define specific use case objectives with a focus on worker well-being and
company benefits. These objectives were continually refined as the project platform and
components matured. Moreover, the use cases were updated to adapt to the changing
European context, such as the pandemic or energy crisis.

Once the objectives were defined, the study preparation actions start, which included
the practical definition of methods to facilitate data collection. A set of tools was co-created
with SHOP4CF evaluation experts and technical staff to support the definition of assessment
methodologies. The first tool enables the guided definition of KPIs at four main domains:
integration, functionality, process requirements, and human-related values. These domains
were subdivided into subtopics, supporting a more detailed definition of the KPIs.

• Integration: Safety and security, enterprise SW, and deployment.
• Process: Quality, throughput, logistics, and raw materials.
• Functionality: Manipulation, AR/HMI, mobility, sensors and measurement, decision

making, maintenance, data traceability, and communication.
• Human-related values: Productivity, change work and skills, autonomy and control,

acceptance and usability, wellbeing, safety, and ethics.

For each domain and subdomain, one or more KPIs were defined, according to the
needs of the use case, a measurement instrument was selected to gather necessary data
for assessment, and a baseline value and an estimation of the overall reduction were
established as success measurements for the KPI. At this stage, the requirement procedures
and their ethical aspects were also considered, as well as the responsibilities for the correct
management of the data.

Once the integration of components was ready, the study execution stage began.
This involved data collection, according to the different strategies and procedures
defined in the previous phase, and real users participating to validate the technologies
in real industrial conditions. As the process was iterative, the refinement of the selected
instruments could occur.

To support the worker-centered approach of SHOP4CF, a set of questionnaires was
defined to carry out the evaluation process. These include a human factors questionnaire
aimed at gathering user experience and impact on the well-being of the participants in
the domains of user experience, usability, ethics, safety, acceptance, ergonomics, and
usefulness, and an integration questionnaire, an open guided interview questionnaire
aimed at evaluating the experience of integrating the SHOP4CF components to achieve the
different use case objectives [22].

The process ended with data analysis to appropriately visualize the evaluation results
based on the analysis of the collected data. The whole process is summarized in Figure 4.
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3.4. Siemens Use Case Description

As a practical implementation of the SHOP4CF architecture and its components, we
utilized a production scenario featuring a robotic arm collaborating with human workers
across different work cells. The primary challenge in this use case is that the manufacturing
engineer faces difficulties in designing manufacturing flows due to the lack of a tool for
describing human–robot collaboration flows. Human operators can bridge the gap between
flexible automation and high-mix low-volume production when supported by adequate
tools that leverage their flexibility and experience with different processes.

More precisely, in the gearbox assembly use case (UC), a human operator and a robot
work in a collaborative workspace to assemble a gearbox, which is not a fully automated
task and requires fine handling of small pieces and precise snap-fitting assembly that can
easily be performed by an operator [23]. To improve the assembly process, we identified
two necessary tools resulting from the combination of different SHOP4CF components:

• A visualization tool that displays specific information related to the assembly using
AR technology, which reduces the cognitive load and stress associated with the task.

• An editor who coordinates the flow between worker and robot tasks while creating an
AR manual to support the worker.

In the manufacturing of gearboxes (see Figure 5), several manual assembly steps
are necessary, which can be considered complex as they involve different manipulation
skills. However, the manufacturing of these products occurs only in defined time frames
due to low-batch production, and users may forget how to perform these assembly steps.
Therefore, there is a need for tools to alleviate the mental burden necessary to perform
these steps. AR-based visualization tools can be very helpful for this purpose.
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For a better understanding of the assembly procedure and its complexity, Figure 6
provides the workflow of the collaborative assembly task using business process model
and notation (BPMN) as a widely adopted notation model [24].

Multimodal Technol. Interact. 2023, 7, x FOR PEER REVIEW 10 of 18 
 

 

 

 

Figure 6. BPMN workflow of the assembly procedure. 

This workflow illustrates all the steps involved in the assembly process, which are 

split into two lanes: one for the “Robot” (in green the color) and another for the “Opera-

tor” (in the pink color). Each lane describes the actions that each actor should perform for 

the collaborative task. Additionally, the workflow details the passive resources (e.g., the 

gripper and motor holder) that are complementary to the actions (in the orange color) and 

how they are connected to the different actions. 

Thus, the assembly is composed of a set of actions to complete three different activi-

ties (see Figure 7). There is the main assembly activity, where components are attached to 

a base plate (the box in the black and white colors). Then, two other sub-assembly activi-

ties are required to create sub-products that are necessary for the gearbox. In this case, the 

sub-assembly 1 activity is in charge of creating a light barrier while the sub-assembly 2 

activity is in charge of the servo motor and the gears. 

  

Figure 6. BPMN workflow of the assembly procedure.

This workflow illustrates all the steps involved in the assembly process, which are
split into two lanes: one for the “Robot” (in green the color) and another for the “Operator”
(in the pink color). Each lane describes the actions that each actor should perform for
the collaborative task. Additionally, the workflow details the passive resources (e.g., the
gripper and motor holder) that are complementary to the actions (in the orange color) and
how they are connected to the different actions.

Thus, the assembly is composed of a set of actions to complete three different activities
(see Figure 7). There is the main assembly activity, where components are attached to a
base plate (the box in the black and white colors). Then, two other sub-assembly activities
are required to create sub-products that are necessary for the gearbox. In this case, the
sub-assembly 1 activity is in charge of creating a light barrier while the sub-assembly
2 activity is in charge of the servo motor and the gears.
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Figure 7. Steps of the assembly procedure.

As the description indicates, it is evident that a new user may find it challenging to
comprehend all the necessary steps and carry out the assembly process consistently with
high quality without any visual assistance.

Experimental Setup: Hardware and Robot Cell

Figure 8 shows the hardware setup of the laboratory environment work cell.
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Figure 8. Experimental setup: (a) the robotic cell and (b) the EE integrated into the use case.

The experimental setup is as described by the authors in [25] and it is comprised
of a collaborative robotic cell with a Universal Robots® (UR) 10 CB3 with 10 kg payload
(see Figure 8a), a modular grip tested for safety as described by the authors in [26] (see
Figure 8b), and a laser scanner.

To integrate the possibility of visualizing the manual, the operator is equipped
with a tablet. Figure 9 shows real implementation of the work cell from the perspective
of the worker.
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4. Results

To explain the practical execution and evaluation process of the proposed use case,
this section summarizes the outcomes of the evaluation procedures and the updates and
improvements made during the entire design, implementation, and assessment cycle. A
total of six male users participated in the study, with an average age of around 26 years old.

4.1. Siemens Use Case: KPIs

As described in the methodological approach, defining the KPIs is one of the core
steps for the use case evaluation. This enabled qualitative and quantitative assessment
of the use case objectives based on a set of comparable rates and values adaptable to the
real conditions of each use case deployment environment. The use case defined two main
objectives: (1) to reduce the cognitive load of workers due to the need to verify the quality
of the assembled parts and (2) to assist human workers in training robots and supporting
human workers in inspection and calibration tasks.

Following the SHOP4CF evaluation approach, a set of KPIs and their measurement
instruments were defined in the four domains of the approach. The KPIs’ definition
and measurement instruments, baseline values, and values after using the described
components are summarized in Table 1. It is important to note that the baseline values
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were collected in the current scenario before using the ARContent Tool for the assembly
procedure. These baseline values are compared to the values obtained after using the
ARContent component to demonstrate the improvements achieved in the four evaluated
domains. In general, all KPI values have shown possible improvements after implementing
the solution, demonstrating the enhancements achieved in the four evaluated domains
(integration, process, functionality, and human-related values).

Table 1. KPI definition for Siemens UC.

Type Category Requirement Specification KPI Definition Baseline Values After Using
SHOP4CF

Integration

Deployment

Flexible degree of automation, based on
human worker preferences and skills and

taking into account performance and
quality requirements.

Workload
measurement

[workload]
43.61 24.17

Quality
Reduction in quality issues,

relevant to improper assembly,
robot teaching or calibration

Inventory [Pcs/h] 26 30

Process Manipulation

Reduces the cognitive load of the worker
in following up with the robot during the

assembly task, as well as for the robot
calibration task

Workload
measurement 43.61 24.17

Functionality Change work
and skills

Reduces the time and expertise required
for a range of different tasks (collaborative

assembly, robot teaching,
and robot calibration)

Lead time
[min] 135.47 118.1

Human-related
values

Acceptance
and usability Acceptance of the system System usability

[usability score] 37.08 10.8

Safety Reduces the stress of the human worker
working collaboratively with the robot

Workload measurement
[workload] 43.61 24.17

4.2. Siemens Use Case: Added Value for the Workers

All human-factor-related topics were found to be at a good level in this use case.
Almost all of the domains scored higher than 4 points out of 5, implying a satisfactory
evaluation of the tool, as summarized in Figure 10.
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A detailed description of the questions included in the human factor questionnaire
emphasizes the good results in the perceived usability of the workers involved in the
evaluation process (see Figure 11).
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Figure 11. Questions in the human factor questionnaire and answers.

The values of the questionnaire reinforce the positive results of the human-related KPIs
described in Section 4.1, especially in the areas of user experience, usability, acceptance,
and usefulness.

5. Discussion

This section discusses the results identified in Section 4, providing a comparison of
usability, time required, and task load index (TLX) scores when using the ARContent tool
versus the baseline. In general, we conclude that the tool is highly effective in supporting
working in manufacturing tasks, especially assembly ones.

The results (see Figure 12) showed that workers using the ARContent tool had a
higher System Usability Score (SUS) [27] than the baseline without any AR tool, indicating
that they found the tool to be more user-friendly and easier to use. The SUS score can be
considered optimal (the average was around 75); however, further improvements can be
considered for future developments to ensure that the tool is accepted by the whole user
pool, such as adding additional information about the status of robot tasks and expected
remaining time to be completed when the worker is waiting.

Additionally, the experiment showed that workers had lower Nasa Task Load Index
(TLX) [28] scores (around 25%) than the baseline (around 40%), indicating that the tool
reduced the mental and physical workload for workers during assembly tasks. Furthermore,
the experiment demonstrated that the use of the tool resulted in a reduction in the overall
time needed for the assembly activity when compared to the baseline. This suggests that
the ARContent tool not only improves the experience for workers but also increases the
efficiency of the assembly process.

These findings highlight the potential benefits of using the ARContent tool, which has
demonstrated its ability to improve usability, reduce task load, and increase efficiency in
the assembly process. However, future versions of the tool should focus on continuously
improving usability and adding new features to ease the edition of AR manuals, such as
using 3D recognition instead of patterns for placing AR info. Overall, while 3D recognition
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has the potential to provide more accurate and intuitive AR experiences, it poses several
technical and practical challenges that need to be addressed to fully realize its potential.
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6. Conclusions

This paper presents a study on the potential of augmented reality (AR) technology to
revolutionize human–robot collaborative industrial processes. The study showcases a real
use case at Siemens premises to efficiently reduce cognitive load, assist human workers
in training robots, and support calibration and inspection tasks. The main objective is to
highlight AR as a solution for optimizing human–robot collaboration during assembly tasks
and enhancing productivity. The article first introduces the state of the art in authoring
tools for AR and describes the AR-based authoring tool proposed by the SHOP4CF H2020
project for smart factories of the future. The methodology used to deploy and evaluate the
tool’s performance in a use case for assembly tasks is presented, followed by a summary of
the main findings and future directions.

The findings demonstrate the potential benefits of using the ARContent tool, which
has shown its ability to improve usability, reduce task load, and increase efficiency in
assembly tasks. However, limitations of the study are acknowledged due to the restricted
availability of workers with knowledge of assembly tasks with robots. Future work will
focus on testing the ARContent and its perceived usability and impact by a larger user pool,
as well as improving the authoring tool based on the identified shortcomings.

The implications of this research extend beyond the assembly tasks presented in
the study. AR technology can support workers in various manufacturing tasks, such as
maintenance, quality control, and inspection, by providing them with real-time instructions
and guidance, reducing the risk of errors, and increasing efficiency. AR can provide workers
with real-time information, enabling them to quickly identify and diagnose issues and
resolve them. By providing workers with real-time instructions and guidance, AR can
improve worker safety, reduce errors, and increase productivity. It can also help companies
reduce the time and cost associated with training new workers and improve the quality of
their products.

In addition, AR can help companies stay competitive by enabling workers to adapt
and learn quickly about new manufacturing processes and technologies. Overall, the
research presented in this paper about the use of AR in manufacturing has great potential
to revolutionize the industry by improving worker safety, productivity, and quality, and
allowing companies to stay competitive in a rapidly changing environment.
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