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Abstract: In this paper, we show that the evolution of artificial intelligence (AI) and its increased
presence within an interactive system pushes designers to rethink the way in which AI and its users
interact and to highlight users’ feelings towards AI. For novice designers, it is crucial to acknowledge
that both the user and artificial intelligence possess decision-making capabilities. Such a process may
involve mediation between humans and artificial intelligence. This process should also consider
the mutual learning that can occur between the two entities over time. Therefore, we explain how
to adapt the Human-Centered Design (HCD) process to give centrality to AI as the user, further
empowering the interactive system, and to adapt the interaction design to the actual capabilities,
limitations, and potentialities of AI. This is to encourage designers to explore the interactions between
AI and humans and focus on the potential user experience. We achieve such centrality by extracting
and formalizing a new category of AI requirements. We have provocatively named this extension:
“Intelligence-Centered”. A design workshop with MsC HCI students was carried out as a case study
supporting this change of perspective in design.

Keywords: Human-Centered Design; artificial intelligence; decision-making process

1. Introduction

In our previous works [1,2], we explored the role of artificial intelligence (AI) based
on neural networks in sign language learning. Specifically, we employed AI to recognize
user errors when performing sign language gestures and designed the system to help users
learn from their mistakes by adapting to the AI assessments. Through user experience
studies and observations, we found that users willingly adapted their learning process
to incorporate AI feedback, establishing a disciple–mentor relationship with the system.
However, the design of the system had to account for variations in gestures and the user’s
hands, requiring the AI to undergo a process of inference to recognize gesture variants and
align with each user’s unique characteristics. This collaboration between humans and AI
resulted in a positive relationship of alignment. Nonetheless, such positive relationships
only sometimes become established.

Stanton and Jensen [3] argue that the perceived trustworthiness of an AI system is a
critical factor in determining its influence on users. User perceptions of technical trustwor-
thiness characteristics significantly shape their level of trust in a system. Sneiderman [4]
also highlights the issue of trust in the context of artificial intelligence and autonomous sys-
tems. He notes that, in general, humans tend to need more trust in such systems and expend
more effort monitoring and attempting to control them, rather than using them to their full
potential. This lack of trust is pervasive across different levels of autonomous systems.

In this study, we delve into the various elements that contribute to shaping the user
experience in AI-based systems, thus reinforcing our viewpoint. In particular, we concen-
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trate on users’ feelings, cognitive approaches to decision making, and means of interaction,
without focusing on specific types of AI systems.

We contend that a redesign of the relationship between humans and artificial in-
telligence is necessary to instill trust in users toward these systems. The importance of
designing physical objects that can evoke positive feelings in users, thereby generating
satisfaction, is emphasized by the authors of [5] in the context of the Internet of Things.
Unlike a software interface that can be turned off when not needed, a physical object
persists in the physical world and must be dealt with in space, cared for, and seen daily.
Similarly, commercial voice assistants, although not visible, remain active by monitoring
and listening to the context and are always ready to assist the user, resulting in a passive
yet continuous interaction between the user and AI.

Thus, it is important to establish a positive relationship between users and AI to pro-
mote positive emotional responses toward the technology. Moreover, positive feelings can
be obtained, for example, by providing a sense of trust, understanding and transparency
of the system, and an interaction perceived as more natural to humans, as with conversa-
tional interfaces [6]. Indeed, such systems imitate human interactions by communicating
through a natural spoken language. However, this may be not sufficient, because often
the decision-making power is an exclusive responsibility of the human part, while in a
natural human–human interaction both parts are able to make a decision for which the
final decision is made by mediation.

Regarding the decision-making approach, recently, the cooperative approach [7] was
introduced as a new perspective. The authors assert that machines must learn to align
with human expectations and collaborate effectively with them. They outline four key
components of cooperative intelligence: Understanding, Communication, Commitment,
and Norms, highlighting the similarities with human cooperative activities. We concur that
a shift in the current paradigm is necessary to foster deeper collaboration between humans
and AI, which has the potential to bring numerous benefits, similar to when individuals
with diverse skills collaborate to solve problems or make improvements. These changes can
be reduced to two main objectives: enhancing communication for improved understanding
and supporting the user experience. A similar paradigm shift can be seen in the progression
from the six levels of driving autonomy. However, differently from our position, cars are
expected to take progressively complete control of the decision-making process.

Finally, regarding the kind of interaction, the communication between humans and
AI heavily relies on interfaces [8]. Relationships often involve a mixture of shared and
conflicting interests in the real world. To reinforce trust in the human–AI collaboration,
finding a common vocabulary to communicate intentions is an effective solution [9].

Starting from all the considerations mentioned previously, Figure 1 illustrates the
factors that can impact the user experience in an artificial intelligence (AI) system. While
some factors, such as usability, task completion satisfaction, interface ergonomics, and
comfort, fall under the typical umbrella of user experience (UX), others are more closely
tied to AI. Specifically, these factors include the type of decision-making process, the level
of interaction, and the feelings elicited by the system in users.

In this work, we introduce a modification to the Human-Centered Design (HCD)
approach with the aim of incorporating artificial intelligence (AI) considerations from the
inception of the design process for interactive systems. Our proposed approach, named
Intelligence-Centered Design (ICD), is intended to provide support and guidance to novice
designers, particularly in educational settings. It emphasizes the interaction between AI
and humans and its impact on the user experience, thereby assisting novice designers
in navigating the intricate design of AI-based systems. The centrality of AI in ICD is
established by focusing on AI and formalizing a novel set of AI requirements through
their extraction besides user requirements, understanding the context, identifying the AI
use case, and conducting user research. This shift in perspective places AI beside the
user at the forefront of the design process in a manner equivalent to the traditional focus
on the user. In this paper, it is essential to note that our argument is not centered on
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the notion that designers should cater to the interests of AI, as AI lacks the capacity for
self-interest. Instead, our stance is that the interaction design should be aligned with the
actual capabilities, limitations, and potentialities of the specific neural network model
in question. For instance, similar to avoiding visual interfaces in designs intended for
the visually impaired, designers should steer clear of interactions that involve temporal
sequences if the neural network lacks the capability to recognize them.
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Additionally, we present a case study supporting the focus on AI performed through
a workshop with undergraduate HCI MsC students who were invited to use the new
approach for a project of their course. The analysis brings out emerging themes and some
initial clues, such as the experienced difficulties, identified advantages, potential adoption,
and the quality of students’ projects developed through the ICD design process.

The organization of the paper is as follows: Section 2 presents an overview of related
works in the literature. Section 3 introduces the Decision Perception Model and elaborates
on the shift in perspective, including an extension of the Human-Centered Design (HCD)
approach and the specific requirements for AI. Section 4 presents an illustration of the
design process through a scenario based on our design experience. Section 5 presents the
outcomes of a case study conducted with graduate students in computer science with a
background in HCD design aimed at testing this new approach. Finally, in Section 6, the
paper concludes with a summary of findings and suggestions for future work.

2. Related Work

Given the rapid evolution of artificial intelligence and its increasingly constant pres-
ence in our daily life, the last decade has seen many researchers and IT companies working
in the field of Human-Centered Machine Learning (HCML) [11]. HCML is an area of
research that studies how to align ML-based interactive systems with the goals, needs, and
concerns of humans.

In [11], the authors highlight that, in general, developers focus especially on problems
related to the algorithms to be trained and underestimate the needs and the goals of their
stakeholders. Indeed, studies published on users using AI systems highlighted various
concerns and problems related to the explainability of the results, reliability, and the user
experience in general [12,13]. The problems related to the explainability of AI results stem
from the black-box nature of many AI models, where the internal workings and decision-
making processes are complex for humans to understand. This lack of transparency can
lead to difficulties in building trust and interpreting the outcomes of AI systems, which can
impact the reliability and user experience of these systems. Regarding the reliability of AI
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systems, some concerns have arisen due to the potential for AI systems to make incorrect
or biased decisions. This can occur when AI systems are trained on partial data or their
decision-making processes are not adequately validated. Regarding the user experience,
some challenges have arisen from the complexity of AI systems, which can make it difficult
for users to interact with and understand the outcomes of these systems.

Yang and colleagues [14] provide designers and researchers with insights to tackle
challenges in human–AI interactions, highlighting that uncertainty about the capacity and
complexity of AI system outputs is a significant factor that negatively impacts user experi-
ence. Furthermore, Chancellor and co-authors [15] analyzed the literature on mental health
and AI to identify priorities and compile guidelines that prioritize the human element.

Others in the community have investigated how to design specific human–AI inter-
action scenarios. For example, researchers have been studying how to effectively interact
with intelligent agents for many years, particularly focusing on voice user interfaces and
conversational interfaces in general. This area has seen a recent resurgence of interest, given
advances in natural language processing and embedded devices that drive the proliferation
of conversational agents [16].

On the other hand, companies such as Google (https://pair.withgoogle.com/, ac-
cessed on 24 February 2023), Apple (https://developer.apple.com/design/human-inter
face-guidelines/technologies/machine-learning/introduction/, accessed on 24 February
2023), and Microsoft [8] encourage their developers to utilize AI and ML to enhance user
experience, providing guidelines to create human-centered ML systems that prioritize
explainability, usability, and understandability in system design.

In this paper, we propose a new approach to designing AI-based systems that considers
the mutual understanding required between AI and its users for a seamless and positive
experience. Previous works and recommendations have primarily focused on improving
user understanding of AI and how it can serve their goals. However, it is important to
acknowledge that AI also needs to understand the users [17]. A design that only focuses
on either AI or the user can lead to challenges in their interaction and negatively impact
the user experience.

Our approach considers both the needs, skills, and goals of the user and the capa-
bilities and limitations of AI, and places equal emphasis on both in the design process.
By highlighting the importance of mutual understanding between AI and humans, we
aim to develop further the principles of HCML and provide a solution to the issues of the
interrelationship between AI and humans.

3. A Change in Perspective: Intelligence-Centered Design

In this work, given the revised outlook on the role of AI in an interactive system, we
propose a reorganization of the design process that takes into account AI as a proactive
participant in the interaction, possessing unique qualities and requirements, capable of
making decisions independently or in collaboration with the user. For this, the decision-
making process should evolve towards a cognitive process mediated by two intelligences,
much like the cooperative balancing game. This game, played by two individuals, involves
working together to solve a challenge rather than competing. The objective is to guide a ball
through a labyrinth placed on a wooden board, where the corners are supported by four
nylon threads held by both players. The actions of one player inevitably impact the other,
leading to initial misunderstandings, but, with time, the two players learn to understand
each other’s decisions, imitate them, predict them, and develop a common strategy.

To further clarify this approach, we present the Decision Perception Model, depicted in
Figure 2. This model updates the Context Perception Model introduced by [18], which was
utilized to demonstrate the mismatch in awareness between the user and a context-aware
system. Our model demonstrates that the user’s anticipation of AI decisions is based on the
current context and previous experience. Likewise, AI perceives the current context through
data collected by environmental sensors and processed by its neural network, which
has been trained for specific scenarios and can continue to evolve and improve through

https://pair.withgoogle.com/
https://developer.apple.com/design/human-interface-guidelines/technologies/machine-learning/introduction/
https://developer.apple.com/design/human-interface-guidelines/technologies/machine-learning/introduction/
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continuous learning. Given the present context, AI can make decisions and anticipate the
user’s decisions. A decision made by AI may not align with the user’s expectations due to
varying perceptions of the context and previous experiences. Nevertheless, this does not
necessarily pose a problem. The user may find AI’s decision to be better than expected and
adjust their perceptions accordingly for future interactions. Conversely, if AI’s decision is
not appreciated, it can learn from the experience and align with the user’s expectations.
In practice, the decisions made by the two intelligences represent a constant alignment of
expectations that allows them to grow as users of the same interactive system.
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A revised approach is necessary to reflect the changing perspective in interactive
system design. Conventionally, design considerations for interactive systems focus on the
needs and objectives of the users. However, with the integration of artificial intelligence,
it must now be viewed as a crucial and active component in the design process. This
approach may seem biased toward technology-driven design, but it is not intended to
override user-centered design. Instead, it aims to give equal consideration to both AI and
the user during the design phase.

Just as humans have requirements for effective communication with AI systems, artifi-
cial intelligence also has specific needs that must be met to ensure accurate and efficient
interaction with humans. These requirements, viewed from the perspective of AI, may in-
clude factors such as usability, interaction design, and cognitive decision-making processes.
In Table 1, we analyze these last three factors, presenting a list of possible AI requirements.
Each requirement is associated with its rationale. The list is not to be considered exhaustive,
but it is a starting point when analyzing this category of requirements. The proposed list of
requirements was formalized and discussed by the authors and a team of academic HCI
experts and AI engineers.

The participants started by reviewing a set of interactive AI-based systems to gain
insight and inspiration for their list. The criteria for inclusion in the list were based on
factors such as the importance of the requirement for a human-centered AI system, the
frequency with which the requirement was observed in the reviewed systems, and the
potential impact of the requirement on the user experience. The process of constructing the
list involved discussions and debates among the experts to determine which requirements
should be included. The goal was to reach a consensus, with more than 80% of the experts
agreeing on each requirement. In the case of disagreements, the experts engaged in further
discussion and negotiation until a resolution was reached that satisfied a majority of the
team. This process was repeated until the team had agreed upon a comprehensive list of
AI requirements that reflected the collective wisdom of the experts and their collective
understanding of the principles of AI and Human-Centered Design.
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Table 1. Some possible AI requirements and their rationales based on our research and analysis.

AI Requirements Rationale

Interaction must be easy to learn by AI

User interaction must be adequate to facilitate
the AI continuous learning process. This is to
allow the network to improve by learning from
mistakes, user requests, and context.

Interaction must be easy to be interpreted by AI

The user’s interaction with the AI must be
designed so that it can be correctly interpreted
by the AI, which can act in a way that best
meets the user’s intent, rarely requiring a new
learning process.

Interaction must have a recognizable context

Depending on the type of environmental and
technological context, AI may require a specific
type of interaction, such as voice, gesture, or
text. This includes the way in which users can
give feedback to AI.

The interaction must be correctly shaped to
support single or multiple users

Artificial intelligence may have to interact with
a single user or with multiple distinct users at
the same time or at different times.

The AI decision-making approach must be
clearly established

The decision-making process can be:

• Collaborative, that is, the intelligence and
the user make a shared decision;

• Fully automated, when the decision is
made only by the AI;

• User-dependent, when the decision is
made by the user independently;

• A mix of the previous options.

Recognizing the importance of meeting the needs of both users and AI to support
the user experience, it is necessary to extend the classic Human-Centered Design process
outlined in ISO 9241-210:2019. In Figure 3, we present the Intelligence-Centered Design
(ICD) process, which involves analyzing the context of use to identify user and AI require-
ments. From this, designers can develop a solution that meets the needs of both sets of
requirements, as its evaluation should be performed against both user and AI requirements.
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The purpose of the following process is to extract and formalize AI requirements
within the context of the ICD approach:

1. Understand the context: The first step is to understand the context in which the
product or service will be used. This includes:
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a. Understanding the user’s environment, necessities, tasks, goals, and motiva-
tions through conducting user research;

b. Understanding the AI use case, the problem it is trying to solve, and the benefits
it is expected to bring to users.

2. Extract user requirements: Based on the AI use case and user research defined, extract
the specific user requirements.

3. Extract AI requirements: Based on the AI use case and user research defined, extract
the specific AI requirements. Such requirements are, for example, related to inter-
action, usability, decision-making approach, performance, accuracy, explainability,
transparency, and privacy.

4. Formalize the requirements: This step will formalize the requirements into a struc-
tured format. This structured format helps develop AI systems that meet the user’s
expectations and requirements.

5. Design a solution: Produce a design solution addressing user and AI requirements.
This allows focusing on the user experience through a solution taking advantage of
AI and user characteristics so that they do not conflict but support each other.

6. Evaluate the solution: Evaluate the design solution against the requirements; if it
does not meet them, consider modifying the solution, reviewing the requirements, or
exploring the context again.

In summary, the process of extracting and formalizing AI requirements within the
context of the ICD approach involves understanding the context, identifying the AI use case
and conducting user research, and extracting and formalizing AI and user requirements
into a structured format.

4. A Scenario Based on Our Experience

We observed the following scenario during our experimentation with the tangible
interface proposed in [19,20]. We designed a mobile controller prototype that enables users
to interact with and receive feedback from different devices in an ambient intelligence-
controlled environment. The controller incorporates a wide range of gestures based on
combinations of touch and rotations to provide users with diverse options for interacting
with the environment.

Upon entering a dimly lit room managed by ambient intelligence, a user operates an
interactive device to request more light. While the user anticipated that a lamp would turn
on to brighten the space, the AI system chose to open the curtains, allowing natural light to
enter instead. This decision was based on undisclosed data regarding energy consumption
and a preference for energy conservation when possible. Although the user was surprised
by the AI’s decision, they may have accepted it if they had been informed of the reasoning.
However, if the user had concerns about privacy, they might not have agreed with the AI’s
decision to open the curtains. In this situation, AI should reinforce its learning to consider
such possibilities in the future.

In this example, artificial intelligence is based on an ML model that has been initially
trained for basic actions, while the ML’s reactions to the specific profiled user are customized
by a Continuous Machine Learning (CML) methodology. The ML model will fine-tune the
information continuously, learning which of the learned basic actions require alternative
outputs because of the user’s profile.

The example highlights a design flaw in the tangible interface, resulting from a need
for more consideration of the necessity for artificial intelligence to communicate effectively
with humans. Although the design followed the principles of Human-Centered Design
for interactive systems (ISO 9241-210:2019) [21], the focus was primarily on providing a
rich set of input commands for the user, resulting in poor haptic feedback. As a result, the
conversation between AI and the user was limited.

Taking into account the previously described AI scenario, we will formalize the high-
level requirements of the AI system using Table 1:
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• Interaction must be easy to learn by AI. Since user needs and expectations can vary
from one user to another, AI needs to be able to easily evolve and adapt to the user and
context. For example, asking for more light in an office could generate the expectation
of natural light, as the user goes to that room to work for several hours and natural
light can be more relaxing. However, in situations where a user enters a bedroom, they
may prefer a more intimate environment and may choose to have the blinds closed.
The ratio of the time required for learning to the amount of information correctly
learned by the AI should produce a rapid learning curve.

• Interaction must be easy to interpret by AI. In unambiguous cases, AI should not
learn all the time, for example, when the user asks it to perform a specific task, such as
turning on the TV. In this case, the interaction must be immediately interpretable.

• Interaction must have a recognizable context. If the system environment is fre-
quented by multiple users, then audio interactions can generate privacy problems
or confusion. A multimodal interaction able to give enough expressiveness to the
communication must be selected while respecting the limitations of the environment.

• The AI decision-making approach must be clearly established. In our case, the
type of decision-making process is primarily cooperative. For example, the user
expresses the necessity to have more light and the artificial intelligence offers the most
appropriate solution according to the context it perceives and its previous “training”
with the user. The user can agree or not, can ask to modify the decision, or even
be convinced.

• The interaction must be correctly shaped to support single or multiple users. AI
must relate to different users in the same space. Therefore, each user must be easily
distinguishable by AI to allow it to correctly pursue its decision-making process.

Incorporating solely AI requirements into the design process may result in the creation
of interfaces that are difficult for users to comprehend. It is crucial for designers to balance
the AI requirements with the needs of the users to ensure a seamless and meaningful
interaction. The designer must consider both the technical and privacy limitations of the AI,
as well as the preferences of the user when determining the appropriate mode of interaction.
In some cases, a verbal interaction may be preferred by both AI and users, while, in other
cases, this may not be feasible due to technical or privacy restrictions.

5. A Case Study Based on an Educational Experience Workshop

We designed a case study involving young students of HCI as a means to collect
evidence and identify emerging themes deriving from the usage of the proposed approach.
The case study was held at the University of Salerno in the form of a design workshop
during regular lessons of an advanced HCI course.

The case study allowed us to examine the ICD process involving a restricted group
of participants sufficient to analyze the design experience, encourage discussion, and col-
lect points of view and reflections on it. This kind of approach is not to be considered
exhaustive; however, its analysis offers some initial clues regarding the experienced diffi-
culties, identified advantages, potential adoption, and the quality of the students’ projects
developed through the ICD design process.

5.1. Procedure

The case study was conducted in the following steps:

1. The researchers equipped the students with a comprehensive list of ML models
sourced from [22], which had been previously discussed during the course. The
students were then encouraged to evaluate the ML models by considering practical-
use cases and to identify specific examples of how a particular ML inference model
can enhance business operations, decision-making processes, and user experiences.

2. A three-day workshop, in which students learned and applied the ICD process in
a project. This was to allow the researchers to observe the students’ difficulties and
dynamics and collect doubts.
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3. A group discussion of the project and of the ICD. This was to allow the researchers to
examine the projects and explore the ICD effects on the design activity.

4. A design experience survey with the aim of evaluating the ease of the ICD adoption.

Three researchers participated in the experiment to explain the workshop, tutor the
participants, and facilitate the discussion.

The workshop lasted a total of 3 nonconsecutive days for a total of 9 hours, during
which there were three didactic activities in blended mode to present the needed knowledge,
discuss the difference between a common interactive system and an AI-based interactive
system, introduce the ICD process, and tutor participants. The projects were finally deliv-
ered as a course exercise and reviewed by the teacher to evaluate the overall quality.

As it was an advanced course, we emphasized independent exploration and problem
solving, with 20–30% of the time dedicated to explicit instruction and guidance, 40–50% to
exercise and design challenges, and the remaining time devoted to discussion and feedback.

5.2. Participants

The participants were 39 computer science students (25 males, 14 females) of the
“Human-Computer Interaction and Software Usability” master’s course at the University
of Salerno. Participant ages ranged from 22 to 25 (mean = 23.8). The course is an advanced
course, and all the participants had already taken a foundational HCI course in their
bachelor’s studies, maturing initial experience in interface design and the HCD process.
The participants were distributed into 11 groups, each of which dealt with a topic chosen
autonomously.

Finally, the students had at least a basic knowledge of AI-based systems. They also
had previous experience carrying out HCD exercises to design AI-based interactive sys-
tems explicitly.

5.3. Data Collection and Analysis

During the workshop, the researchers observed the groups at work, taking notes on
the dynamics and doubts.

The discussion with the groups was recorded using Microsoft Teams for later tran-
scription. The transcripts were then analyzed using a thematic analysis method.

At the end of the workshop, the students filled out a questionnaire on their design
experience. The questionnaire was distributed through Microsoft Teams, and it was formed
of 11 items evaluated on a five-point Likert scale. The collected answers were then analyzed,
first, through a reliability test and then through the analysis of the means and coefficients
of variation.

We also collected evidence on the quality of the student’s projects by interviewing
the teacher, as the projects were delivered as a course exercise. The collected projects were
also analyzed to make it possible for the researchers to explore the role of AI envisioned by
the students.

5.4. Workshop Execution

At the beginning of the workshop, the participants were invited to apply the new
approach to extract requirements and generate ideas based on AI in the context of smart
cities with the aim of improving the quality of life of communities in problematic situations
to be identified.

More precisely, after choosing a “big idea”, the students investigated the context,
identified problems working with personas and problem scenarios, extracted functional
and non-functional requirements, and presented an idea of a basic solution that met the
requirements. The design process ended here to allow researchers to collect data for
the analysis.

During the first workshop day, to facilitate the definition of the problems to solve, one
researcher illustrated to the participants the Sustainable Development Goals of the 2030
agenda of the United Nations organization, with particular reference to objectives 11 and
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13, which are: “Make cities inclusive, safe, resilient and sustainable” and “Take urgent action to
combat climate change and its impacts”.

Groups worked autonomously on the problem definition before the second blended
activity. In this activity, the participants presented the selected working context, the
challenges they identified, and their objectives, and discussed them with the researchers
and classmates.

The rest of the time was reserved for the work of the groups to define the personas
and the problem scenarios. Here, the participants had the opportunity to ask questions and
to receive support from researchers when needed.

The days before the last blended activity were dedicated to the extraction of the
requirements, with particular attention to the AI requirements, and to the proposal of a
design idea to be exhibited through storyboards and paper prototypes.

On the last workshop day, the participants were asked to present their projects and
discuss them with the researchers and the other participants. In particular, they discussed
the extracted requirements and the solutions adopted. Furthermore, they highlighted their
own view of designing an AI-based interactive system using the new approach instead of
the traditional one.

At the end of the discussion, the researchers provided all participants with question-
naires to analyze their experience with the Intelligence-Centered Design process.

5.5. The Students’ Projects

Each group proposed an original design solution to make cities inclusive, safe, resilient,
and sustainable. In the following, we describe the distribution of the projects across different
domains.

A. Recycling and littering
Three groups dealt with recycling and littering problems, adopting similar solutions.

Littering occurs due to difficulty in identifying bins and lack of waste-separation knowledge.
The solutions geolocated bins to make waste disposal easier. The AI decision-making
process was crucial, and two approaches were used: collaborative approaches, where users
may disagree with the AI conclusion regarding the selected waste bin and can help it to
improve its decision making, and autonomous approaches, where AI makes the decision
to avoid human error. In the autonomous approach, the explainability of the decision is
important to inform users.

B. Public transportation
One project addressed the problem of making public transportation more accessible,

as traffic is responsible for 49% of polluting emissions. The aim of the project was to try
to promote the use of public transportation. AI was used to offer predictions on vehicle
crowding, delays, and to estimate the best routes for the users’ necessities. Again, artificial
intelligence plays a collaborative role in the decision-making process, indeed the choice of
the most appropriate route is given by a continuous collaboration of both the human and
AI, which can consider both previous users’ choices and behaviors.

C. Eco-shopping
One project focused on this application area, with the goal of reducing consumption

and preserving the planet’s resources. For these reasons, the project aimed to support users
during shopping by assisting them in choosing more eco-sustainable products. AI was
utilized by observing the users’ behavior during their purchasing decisions and tracing
their evolution, allowing the system to better respond to their needs and offer results or
suggestions that align with their goals, trying to be as empathetic as humans would be.

D. Smart parking
Three teams tackled the issue of smart parking, proposing an intelligent parking

system to address such issues as finding a parking space, time, money, sustainability, and
traffic. AI was used to select parking spaces based on collected data and adapt to the
user’s preferences. The decision-making process and interaction between users and AI
were identified as crucial. The process must be collaborative and continuous, where AI
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suggests a parking space, but the user may choose a different one. The interaction between
AI and the user must be easy and interpretable by AI. The decision-making process ends
when the user finally parks, and if the user does not stop at the indicated parking space,
this is interpreted as the AI decision being rejected.

E. Anxiety
One project focused on the electric car market and on the problem that often leads

people to be skeptical about buying one, i.e., “battery anxiety”. The proposed solution
provided functionalities to allow the localization of charging stations and determination of
their availability to mitigate drivers’ battery anxiety. The AI requirements identified were
the analysis of the user’s position and the ability to analyze the driver’s stress level. User
interaction must be easy to learn from an AI point of view. Indeed, in the solution idea, AI
was also used to better interpret the user’s facial expressions over time and understand
their stress and to offer reassurance and mitigate anxiety.

F. Food waste
One project addressed the problem of food waste, as 17% of the world’s food is thrown

away. The proposed solution was designed to interpret the ingredients entered by the
user in order to suggest possible recipes and, thanks to the support of AI, to learn the
user’s tastes in order to optimize suggestions and reduce waste as much as possible. A
characteristic of the project idea was linked to the decision-making process. The AI chooses
more suitable recipes based on available ingredients and expiration dates; however, as the
user becomes more experienced, they can take more control than the AI over the decisions
about which ingredients to use.

While applying the ICD design methodology in which they were instructed, all the
teams found it useful to categorize as AI requirements also the capabilities of AI, such
as the prediction model, the type of evolutionary process of the AI understanding, the
information needed to make AI work, and the goals of AI within the system.

5.6. Group Discussion

At the end of the workshop, in addition to the questionnaire, the groups of students
were invited to present their work and were asked about their experiences to understand
from their point of view how the use of AI was guided by the formalization of AI require-
ments and whether this made a significant contribution to their work and how.

For this, they were asked the following questions:

1. What role does AI play in your solution?
2. Did AI give a significant contribution to your solution?
3. Is the use of AI requirements helping you to make the most of AI in your project

or not?

Furthermore, each student had the opportunity to freely express their opinions on any
aspect of the workshop.

The participants explained that giving artificial intelligence centrality in their work,
as well as the user, made it possible to develop more powerful ideas to solve problems or
mitigate situations better than they would otherwise have done.

In most cases, the participants explained that their ideas would have developed even
without AI but that its use made it possible to understand the context, the mood, or the
physical states of the users and learn from their behaviors to offer them better experiences
and to make the solutions more effective. Then, the students felt encouraged to work
during the design process at studying the interactions among AI and humans and focusing
on the potential user experience.

Regarding the use of AI requirements, in general, the participants emphasized that
considering AI requirements forced them to focus more on AI and the role it plays in the
system. This opened up to new possibilities that were not contemplated in their initial
ideas. One said: “Defining the AI requirements guided me through a more detailed definition of
how to apply AI to the system”.
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Some participants also highlighted that, initially, they considered AI in their project
only for exercise but that after working on the list of AI requirements they discovered the
centrality of its role within their project. A student explained: “Although I am not familiar
with the AI area, using the AI requirements made it relatively easy to identify its role within my
design” and another: “Exploring AI requirements, I understood how AI can be fully integrated
into the project”.

Another interesting prevalent consideration was related to the opportunity to discover
new requirements in other categories by focusing on AI, as one student explained: “Analyz-
ing at the beginning of the project this category of requirements helped me to better understand and
detail other categories of requirements”. Most of such considerations were related to the cate-
gory of functional requirements: “I find that defining requirements involving AI is an effective
method to extrapolate functional requirements not yet identified”, or “Once one or more metrics of
AI interest have been identified, it is easier to extrapolate the associated functional requirement”.

Other common considerations were related to the potential effects on the user experi-
ence; the participants considered that focusing on the AI characteristics from the beginning
of the project allowed them to provide better solutions that were able to engage people and
satisfy their needs. One participant said: “I realize that by focusing more on AI, my solution can
be more engaging and interesting to the user”. Another one highlighted: “Working with AI is
something new for me, but I found this approach very interesting and above all useful for creating
applications that will improve the user experience.”

5.7. Findings from the Group Discussion

To analyze the discussion results, we adopted a thematic analysis method [23]. In [24],
the authors state that such an approach is suitable to analyze qualitative data for a wide
variety of research questions, including those about people’s experiences, for example,
students’ experiences [25]. As explained in [24], the method can be used with both large and
small datasets. This method is mainly composed of data coding and searching for themes.

Therefore, according to the group data, we formalized three main themes concerning
our approach, described in Table 2, which are: focus on the AI role, benefits for functional
requirements, and a way to empower the user experience.

Table 2. The three main themes brought out by the student project discussion.

Category Rationale

Focus on the AI role The category of AI requirements allows designers to
focus on the role that AI can play within the project
from the first stages of the design process. It may
enable solutions with features that often are
underrated at the initial stages.
It can also lead beginner designers with only a little
knowledge of AI to work in this topic easily.

Benefits for functional requirements The formalization of AI requirements benefits the
extraction of functional requirements.
Indeed, these requirements, describing the behavior
and capabilities of AI, lead designers in the
formalization of functionalities not considered before
or in detailing them more.

A way to empower the user experience By focusing on the role of AI, its capabilities, and the
way it relates to users, designers are guided to produce
solutions that best meet user experience needs. This
was considered by the participants to be the greatest
contribution of this category of requirements.

The study validity was achieved through cross-checking of the transcribed discussions.
Moreover, to make sure that the researchers coded the text in the same way, we adopted a
reliability analysis approach based on Cohen’s Kappa presented in [26]. Cohen’s Kappa
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rates interrater reliability from 0 to 1, where 1 means perfect reliability between the coders.
Two researchers were in charge of coding the transcripts. Before starting the code activity,
the research group developed a set of coding instructions to align the coders. After training,
the coded data were measured using Cohen’s Kappa analysis. The Kappa coefficient is
calculated as follows:

K = (Pa − Pc)/(1 − Pc).

where Pa represents the percentage of cases in which the coders agree and Pc represents
the percentage of agreed cases when the data is coded by chance. A coefficient bigger than
0.6 is considered satisfactory, and a coefficient bigger than 0.8 is considered near-perfect
agreement. After iterating the coding, when the Kappa result was satisfactory (above 0.6)
the coders started the formal coding.

In our case, at the final iteration, the coefficient K was 0.79, which was considered
definitively as a good agreement result.

From the discussion with the students, it emerged that the new approach to design
was perceived as a useful way of working with interactive systems, both if AI is foreseen
from the beginning of the project and if it is not initially contemplated.

Focusing on the possible role of AI, indeed, carries immediate benefits to the visions
that students have of their projects. In this way, it was possible to either consider it as an
essential element of the system or as an element capable of raising the user experience.

The AI requirements made it possible to capture functional requirements that escaped
the students’ initial ideas for their projects; at the same time, however, they guided them to
define the way in which AI should interact with users, having clear experience goals, such
as users’ trust in the system, empathy, etc.

5.8. Students’ Work Assessment

As an initial assessment of the validity of the proposed framework, the teacher eval-
uated the paper prototypes and documentation provided by the students against the
identified requirements. All of the delivered projects were judged satisfactory and able to
provide users with an effective and efficient interaction experience through AI.

The teacher was asked about the quality of the projects. She observed that, thanks to
the framework, the students exploited the potential of AI more than they would usually do.
She said: “Focusing on AI from the very beginning they were able to properly consider the
relationship between AI and system stakeholders”. She supported these considerations by
also comparing the projects her students produced in this workshop with those created in
the workshops of the previous course edition.

5.9. Design Experience Survey and Result Analysis

The survey goal was to evaluate the students’ perceptions and the ease of adopting
the new approach and, more specifically, its usefulness with respect to previous design
experiences and the intention of using it in future projects. The choice to use a questionnaire
instead of carrying out further activities, such as a focus group or several interviews, was
due to the didactic nature of the workshop performed during the regular term. Indeed, a
questionnaire is a practical way of minimizing intrusiveness with respect to student activities.

The questionnaire was based on the technology acceptance model (TAM) [27–29]
and was modified for evaluating the user experience while practicing with the new AI
requirements category.

Adapted versions of the TAM have already been used in the literature to explore
students’ experience when using new methods or tools during regular classes [25,30].

The questionnaire was formed of 11 items divided into three scales, which were: the
perceived ease of use (EU) of the AI requirements category in the design of an interactive
system, the perceived usefulness (PU) of the requirements in the design, and the intention to
use (IU).

PU, in particular, leveraging the previous experience of designing interactive AI-based
systems among the students, explores the utility of such requirements to help designers
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to focus more on the role of AI in the interactive system (PU1), to better understand the
interaction among AI and stakeholders, and to make it easier to generate ideas of how to
empower interactive systems using AI (PU3, PU4).

The items of the questionnaire that were answered using a five-point Likert (1 = strongly
disagree, 5 = strongly agree) are summarized in Table 3. According to the literature, this
method seems to increase the response rate and quality and reduce the “frustration level”
of respondents [31,32].

Table 3. The results of the workshop questionnaire.

Item Description N. M. C.V.

EU1 Focusing on AI requirements is easy 39 3.18 0.27

EU2 Recognize the AI requirements among others is clear 39 3.49 0.24

EU3 Overall, I find the AI requirements easy to formalize 39 3.21 0.27

PU1 Formalizing AI requirements increases my attention towards the
AI’s role.

39 4.10 0.21

PU2 Formalizing AI requirements helped me to deeper understand the
interaction among users and AI.

39 4.08 0.21

PU3 Formalizing AI requirements makes generating ideas of AI-based
interactive systems easier.

39 4.05 0.21

PU4 Using AI requirements, I think I made better use of artificial
intelligence than I would have done otherwise.

39 3.95 0.22

PU5 Using the AI requirements, I believe I will get better designs of
AI-based interactive systems.

39 3.95 0.22

PU6 Overall, I find the AI requirements formalization useful for designing
AI-based interactive systems.

39 3.95 0.22

IU1 I would use the AI requirements in my designing activities. 39 3.90 0.22

IU2 I would recommend using the AI requirements to my colleagues. 39 4.05 0.21

Finally, the students had at least a basic knowledge of AI-based systems. They also
had previous experience carrying out HCD exercises to design AI-based interactive systems
explicitly.

We collected 429 responses from the 39 participants. Before analyzing the results, we
evaluated the reliability of the questionnaire, following the recommendations in [33] for
questionnaires with a sample size between 30 and 100 participants. We ran the reliability
test based on Cronbach’s Alpha coefficient [34] on each scale. In our case, running the test,
we obtained values above 0.6, as recommended in [35,36]. More precisely: EU→ α = 0.6,
N = 3; PU → α = 0.8, N = 6; and IU → α = 0.7, N = 2. Thus, the preliminary results
of this questionnaire were deemed reliable and were confirmed also by the researchers’
observations.

Table 3 shows the results of the questionnaire. The first column reports the item ID,
the second the description, the third one the number of collected answers for each item,
and the two last columns the mean and the coefficient of variation.

In general, all the items were scored with a high enough mean above 3, and, as Table 3
shows, all the coefficients of variation (CVs) were below 1. This means a relatively low
variation for the distribution of the means.

The lowest item scores were given entirely for the EU scale and were closest to 3. This
means that the participants generally considered extracting and using AI requirements
neither easy nor difficult. In fact, at the end of the workshop, some students explained that
they had initial difficulties in understanding the new approach. However, by collaborating
with their team members and asking the teacher for explanations, they eventually were
able to understand the right focus to adopt and use it profitably.

Indeed, the PU and IU scales show scores close to or higher than 4. They highlight
that, although the new approach may have required an initial effort, the participants clearly
saw its usefulness for their goals and would be willing to use it in future projects.
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6. Conclusions and Final Remarks

In this work, we have presented an extension of the HCD approach to be adopted
as a way to teach design students how to engage in the complexities of designing for
human–AI interactions. In this paper, we have identified the need to rethink both the
relationship between artificial intelligence and users and to consider the Human-Centered
Design approach to focus from the beginning of design processes on the effects of AI on the
user experience.

We also set up a case study supporting this focus based on a workshop that involved
39 HCI students on the MsC course in computer science at the University of Salerno.

The workshop highlighted how the change in perspective may require some minimum
initial effort by designers, but that, at the same time, it may help them to focus on issues
related to the relationship between AI and users and identify the desired user experience.

One of the issues that emerged during the workshop activities was how to evaluate a
design against AI requirements without having developed a working prototype.

Therefore, we aim to establish a comprehensive evaluation approach that considers
a system’s usability from the perspective of both human users and AI. To this end, we
are developing a set of heuristics to evaluate the system’s usability, as well as creating
scenarios to represent the viewpoint of AI within the system. Additionally, we are exploring
the possibility of using static or scripted methods to represent the system’s interface and
demonstrate its potential functionality, thus facilitating its evaluation.
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