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Abstract

:

Unmanned Aerial Vehicles, also known as UAVs, play an increasingly important part in daily life. However, the ever-increasing number of UAVs pose an ever-increasing threat to the transportation infrastructure. Despite their precision and general efficiency, infrastructural-scale Unmanned Aerial Systems (UASs) have a disadvantage regarding their capability of being implanted in the ecosystem. There are several reasons for this, but the primary bottleneck is that their systems are not transparent to society and have very complicated processes. As a result, the authors decided to investigate the functional properties of UASs and make improvements to those properties. Throughout the study, the authors’ primary focus was on analysis, which boosts productivity and ensures a significant level of safety for routine flights. The amount of power that a UAV uses depends on several variables, including the amount of power that its individual components require, the temperature of its surroundings, and the condition of the battery that it is powered by. Therefore, critical parameters and interdependencies are taken into account in the risk assessment strategy for energy-efficient Unmanned Aerial Vehicles (UAVs). In the case of UAVs, the algorithm performs a risk calculation before take-off to estimate the amount of risk that can be associated with the given flight time when using the provided battery. On the one hand, several instances of the pre-take-off state and how its parameters interact are investigated. On the other hand, they demonstrate the calculation of the risk while in flight, which is based on actual flight data.
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1. Introduction


Before reading this article, the authors would like to provide readers with an explanation of the potentially unusual structure of Section 1. The authors prepared Section 1 with three subsections. Section 1.1 contains a general overview of energy efficiency and emission of different areas of transport as a theoretical introduction. Section 1.2 is about Unmanned Aerial Vehicles, with a short history and the possible applications and areas, as well as an international literature review on Unmanned Aerial Vehicles in special applications. Finally, Section 1.3 was written regarding the current article’s novelty, essence, and structure.



1.1. General Overview of Energy Efficiency and Emission of Different Areas of Transport


Energy efficiency is more critical in the 2020s due to the global energy crisis and rising energy prices than earlier [1]. Several articles [2,3,4,5,6,7] discuss the 2022–2023 energy crisis’s causes. Some blame the East European war, the COVID pandemic, the cyclical economy, or other socio-economic factors. However, none of these can be ruled out as the truth.



The authors start with major energy consumers to analyze energy efficiency globally and in detail. Transportation is a significant consideration [8,9,10,11,12,13]. It is important to maximize energy efficiency for all vehicles with minimal energy. From fixed-rail vehicles (trains, trams, Maglev trains, metros/underground vehicles, etc.) [14] to road vehicles, airplanes, ships, etc., the goal is to cover as much distance as possible with as little energy as possible [8,9].



Energy consumption values are usually given in kWh per passenger kilometer traveled (kWh/pkm), but Joules or Mega-Joules can also be used (J/pkm or MJ/pkm), and in freight transport, the tonnage-kilometer traveled unit is used (kWh/tkm, J/tkm, or MJ/tkm). Flight and passenger cars with petrol or diesel engines use the most energy (55–70 kWh/pkm [15]), while trams, buses, and trains use 12, 15, and 18 kWh/pkm, respectively [15]. CO2 emissions are also significant: g/pkm and g/tkm are the units for this parameter. Airplanes and inland ships emit 285 and 245 g/pkm, while electric trains emit 14 g/tkm [14]. Trucks emit 64–693 g/tkm CO2 (smaller trucks and vans emit more), and freight trains and inland ships emit 50 g/tkm [15]. Of course, when discussing vehicle energy efficiency and pollution, it is equally important to consider transport infrastructure construction, operation, and maintenance costs [16,17,18,19,20,21,22,23]; whole-life costs [24,25,26]; risk analysis of projects [27]; and infrastructure construction energy efficiency and emissions. Another possibility to reduce energy consumption is that the lower the vehicle’s weight, the smaller the requested energy for driving and motion; thus, precise mechanical engineering measurement techniques can be applied. A type of this is digital image processing (DIC) [28,29,30,31,32,33,34], as well as shape optimization with [35] or without DIC [36].



Electric vehicles are trending now. Land [37,38,39], air [40,41,42], and water vehicles [43,44,45] are also necessary.



Electric vehicles are one of the greenest modes of transportation due to their low emissions. Electric vehicle research must include land, air, and water vehicles. The authors focused on drones and aircraft. They are only a portion of the aircraft industry. UAVs are booming. Drones are best for lightweight transport. The authors are creating a framework for novice and experienced pilots. This consideration is non-scientific and intended to prevent accidents and unsafe take-offs by novice pilots. Many accidents can be seen caused by risk-taking (e.g., when operating in high winds.) (Note that drones and aircraft can have other hauling/traction/driving systems besides electric ones.)



The current paper aims to investigate the risk analysis strategy for energy-efficient UAVs (the whole novelty and essence are detailed in Section 1.3). Regarding that, the authors collected the most relevant literature on this topic and prepared a short overview; it can be read in Section 1.2.




1.2. Overview of Unmanned Aerial Vehicles


1.2.1. History as Well as General and Unique Applications of Unmanned Aerial Vehicles


A drone is a widely spread term for a UAV (Unmanned Air/Aerial Vehicle), which are becoming increasingly known to everyone. First, drones were developed for warlike purposes, such as surveillance, remote bombing, and equipment dropping [46]. Then, during the 20th century, drones evolved from military to consumer electronics. In the following paragraph, the authors tried to prepare a short summary of the history of drones [47].



Austria’s 1849 assault on Venice using exploding balloons may have inspired drones [47]. Austrian soldiers besieging Venice released 200 flaming balloons above the city. Each balloon carried 24–30 pounds (11.0–13.5 kg) of explosives. These balloon-dropped bombs destroyed the city below. Due to a wind shift, most balloons were blown off track; thus, just one bomb hit the Venetians. This incident was unique in military technology; however, balloons do not satisfy the modern definition of drones, particularly military drones. Nevertheless, it is fascinating to see military experts considering drones over 170 years ago. Throughout centuries and decades, this philosophy would drive drone technology. Many commercial drones are quadcopters. In 1907, brothers Jacques and Louis Bréguet and French physiologist Professor Charles Richet invented a gyroplane, a precursor to the helicopter. The copter design was groundbreaking. The first piloted vertical-flight aircraft barely reached 0.6 m. Four men were required to stabilize the structure, making it a non-free flight [47].



Drones are employed for climate change monitoring, delivery, search and rescue, cinematography, and photography. UAVs are also becoming essential in several militaries. Twenty years later, the US military has tens of thousands of drones. Private drones dwarf this. In 2019, the FAA registered 1.1 million drones [47].



The application possibilities in the 21st century of UAVs are detailed in the following [48,49]:




	
aviation;



	
aerial and real estate photography, as well as videography;



	
mapping and surveying, disaster zone mapping, disaster relief, and hidden area exploration;



	
asset inspection and control, aerial surveillance, monitoring poachers, and insurance;



	
payload carrying and parcel delivery;



	
agriculture, bird control, crop spraying, crop monitoring, and precision farming;



	
multispectral/thermal/NIR (near-infrared) cameras;



	
live streaming events;



	
roof inspections;



	
emergency response, search and rescue, and marine rescue;



	
forensics;



	
construction and mining;



	
military and firefighting;



	
oil rigs and power line monitoring;



	
medical applications;



	
meteorology;



	
wireless communication;



	
and so on.








Of course, the above list does not cover all possible applications and areas. The authors did not intend to present the most exhaustive list but only to provide the reader with a sufficiently detailed overview. Special applications are discussed in Section 1.2.2.




1.2.2. International Literature Review on Unmanned Aerial Vehicles in Special Applications


Many up-to-date research fields and areas related to UAVs exist in the international literature. The most relevant ones are introduced and described shortly and concisely in the following.



Bristeau et al. [50] discuss the outcome of a project launched in 2004 by the Parrot company, the navigation and control technology embedded in the AR.Drone of commercial micro UAVs. The cost and performance of this system were outstanding in its product category, costing around EUR 300. The system uses state-of-the-art indoor navigation systems that have combined relatively inexpensive inertial sensors, computer vision, sonar, and aerodynamic models and their computation. The UAV can be remotely controlled using platforms and software running on iPhone, iPad, or iTouch devices. It has been manufactured for both civil and military use. The authors propose further improvements based on the theory of automatic control. They show that the critical points are the accuracy of vehicle position estimation and robustness. The estimation architecture established in this paper is a sophisticated combination of 70 different principles used to predict the biases and other errors of single sensors at varying timescales. The result is a complex system, but this level of complexity is not visible to the user. It emphasizes the role of automatic control as an accessible but hidden technology. Since low-level control programming algorithms have been engineered and proven to stabilize the system in sufficiently different flight modes, it is foreseeable that control programming will play a key role in such applications through control.



Mohsan et al. [48] give a general summary of the state of UAVs globally, explaining the principles. They also mention solar and charging ensured by a laser beam. Rodríguez et al. [51] deal with UAVs in architecture, engineering, and construction (AEC), where UAVs have proven to be an optimal solution as they offer adequate performance in terms of time, precision, safety, and cost. The fields of architecture and urbanism are presented in detail. The related UASs (Unmanned Air/Aerial Systems) were described with their mapping method and recording tools. Scientific mapping was performed in two stages using sophisticated software (VOSviewerTM), with which the authors presented a scientometric and bibliometric analysis. It shows that UAVs can be valuable multi-tasking tools at any stage of an architectural project. Shariq et al. [52] developed new methods for building energy studies using advanced radiometric tools. They explored not only UAV applications. Li et al. [53] investigated a complementary optimization technique for high-atmosphere solar UAVs. It starts optimization from the drive direction and integrates the method into the general optimization technique. Weight and required power reduction are achieved by the new method. Mohan et al. [54] deal with forestation and seed spreading by UAVs; the paper discusses the topic mainly from the viewpoint of plants and soil. Aslan et al. [55] introduce an analysis and evaluation of UAS and UAS solutions in agriculture, based on other publications. González-Jorge et al. [56] provide an overview of the role of UAVs in our lives. It raises and explains agricultural, health, and monitoring opportunities. They present LiDAR (light detection and ranging) capabilities and examples. Ausonio et al. [57] discuss drone swarm methodology for forest fires. They report calculations of the critical volume of water to extinguish fires with given parameters. The paper contains calculations for the length of the suppressible fire front based on environmental factors and UAV swarm characteristics (volume, distance, and speed). Qi et al. [58] published about water–air UAVs and investigated optimal water exit angles. They discussed the flying submarine. Chamola et al. [59] introduced methods for monitoring and disabling UAS; they published no battery information review. Stek [60] issued a publication in 2014. The study focuses on the exploration by UAVs of subsurface archaeological remains in the mountainous Mediterranean landscape of Molise in southern Italy. This paper shows the preliminary data of a case study of a complex landscape site of the Classical-Roman period. Finally, the article presents a detailed study of the archaeological research and cultural heritage management potential and viability of UAVs. Specifically, it deals with the opportunities for incorporating UAV photography into current landscape archaeological research methods, such as field mapping and geophysical surveying.



The following papers deal with parcel delivery and routing, i.e., route optimization, route search, as well as UAV swarms [61,62,63,64,65]. Sorbelli et al. [61] investigate route planning for UAV parcel delivery, considering different winds. They address the mission feasibility problem (MFP) and investigate the effectiveness of three methodologies. These algorithms are: (i) compute the route of minimum energy once at the beginning of the mission, (ii) dynamically reconsider the most convenient trip toward the destination, and (iii) dynamically select only the best local choice. Zhang et al. [62] prepared a description and comparison of models for estimating the energy requirements of UAV parcel transport. The paper identifies the role of factors (external and UAV design) that influence energy consumption. Dorling et al. [63] investigate solving route planning challenges for parcel UAVs, improving existing route planning solutions. They published about preventing resource wastage and increasing sustainability by optimizing route and UAV design. The paper examined the optimization of battery weight based on the payload (there is sometimes more than a 10% increase in efficiency). Reyes-Rubiano et al. [64] introduced an online decision algorithm for UAV post-disaster route control. They determined three different recharge and detection tactics and their appropriate and optimal mix for the given task. The three authors considered refueling strategies to be the following: (i) extremely conservative refueling strategy (EConservative), (ii) moderately conservative refueling strategy (MConservative), and (iii) conservative refueling strategy (Conservative). Chmaj and Selvaraj [65] discuss solutions for utilizing distributed computing environments for UAV swarms and teams. They focus on computational aspects, implementation of interoperability mechanisms between nodes of distributed systems, communication, and distributed processing principles. However, the system participants are not limited to UAVs; structures including UAV and UGV (Unmanned Ground Vehicle) participants are also included. The systems assessed in this study are not limited to the size of UAVs—systems using heavy drones, medium UAVs, mini helicopters, micro-UAVs, and others are covered. Distributed processing applications can be grouped into the following categories for the purpose of the survey: (i) general-purpose distributed processing applications, (ii) object recognition, (iii) tracking, (iv) surveillance, (v) data collection, (vi) route planning, (vii) navigation, (viii) collision avoidance, (ix) coordination, and (x) environmental monitoring. The study concludes that cooperative swarms of UAVs are more useful and have significantly better features and operational characteristics than applications running on individual UAVs. The vast majority of the cases discussed in the paper take mission-specific aspects into account. The “under the hood” level of distributed processing is left as a secondary area. They are often full of approximations and difficulties to be solved.



The following significant areas are the telecommunication systems and networks, thus, IoT (internet of things), IoE (internet of everything), mobile networks, etc. [66,67,68,69,70]. Liu et al. [66] deal with the description of the IoE network made available by UAVs. It details the network criteria and which UAVs can be applied. It also discusses the basics and tasks of the UAV swarm used. Yong Zeng et al. [67] demonstrate low-altitude UAV telecommunication networks. The paper describes the characteristics of obstacles and communication signals for a network in motion. Three main uses are detailed: (i) UAV-aided ubiquitous coverage, (ii) UAV-aided relaying, and (iii) UAV-aided information dissemination. Li et al. [68] show solutions for optimizing communication networks provided by UAV swarms in disaster areas. They also deal with optimizing the transmission power of all network members, as well as outages related to the movement and exchange of UAV swarms. Miao et al. [69] investigate an adaptive non-linear PI (proportional integral) controller for time linear systems. They present stability conditions and analysis of continuous faults. Improvement in settling time and continuous fault magnitude is compared to previous models. Yan et al. [70] look for the ideal battery weight of UAVs used for telecommunications purposes based on the maximum amount of energy that can be applied for telecommunications. The publication shows that horizontal and vertical flight speed and total take-off mass significantly influence the ideal battery weight.



Moreover, according to the current paper, the last but most relevant areas are the energy, energy consumption, and the energy efficiency of the UAVs [71,72,73,74,75,76,77,78,79,80]. Townsend et al. [71] compare and evaluate UAV energy sources. The advantages and disadvantages of battery, supercapacitor, solar, hydrogen, and fossil energy storage were mentioned. Hannan et al. [72] discussed the safety of UAVs; therefore, it is essential to estimate the exact charge level because in incorrectly estimated or calculated cases, the drone may not reach its target, and in the worst case, it may even crash. Chen et al. [73] present that the battery efficiency varies according to the battery’s state of charge. The efficiency is not linearly dependent on the power input. Costa et al. [74] published adequate results for Li-ion battery degradation with neural networks. There are several publications on the charging possibilities of UAVs, etc., charging with electrodes and inductive methodologies [75]; hence Chittoor et al. [76] published about an ideal inductive coil design for wireless power transmission. Another exciting approach with autonomous landing and battery on-site charging and swapping mechanisms is detailed in [77]. Fujii et al. [78] introduce the prototype development of an automated battery swap landing platform for UAVs. It uses motion-capture cameras to position and mechanically correct the UAV’s position after landing. A mechanical actuator replaces the discharged battery. Lu et al. [79] collect wireless charging technologies and test some solutions. They mention special maneuvers (e.g., gusty winds), laser charging, inductive charging, RC-coupled (RC—radio control) charging, and battery ejector solutions. Boukoberine et al. [80] cover laser beam charging and evaluate hybrid energy storage systems. Merheb et al. [81] investigate how a UAV (more specifically, a quadcopter) with one of the four rotors completely failing during an accident in flight could be controlled by a controller. It is called a Fault Tolerant Controller (FTC). The aim is to ensure that the drone can safely continue on its planned path with the three remaining rotors. The control can be carried out with a so-called PID (Proportional–Integral–Derivative). This article demonstrates that this is indeed feasible. The loss of power, which can be detected as oscillations during flight, did not cause the drone to crash. Although the control was destroyed entirely, the presence of an activation delay, the non-symmetrical structure of the trirotor, and the odd number of rotors resulted in an unbalanced rotor torque.



Lastly, communication with drones and between drones and obtained data analysis are also significant nowadays [82,83,84,85,86,87].





1.3. Novelty, Essence, and Structure of the Current Article


The proliferation of various UAVs is a current trend, the precise regulation of which is not always well formalized. In cases where various vehicles and infrastructure elements are encountered, safe flight and risk assessment are crucial. Inaccurate weather or distance estimation might result in catastrophic accidents. Therefore, the first and most important aspect of the relationship between infrastructure and UAVs is selecting the right time and place to fly when no one is at risk. The next step is the continuous and dynamic monitoring of the flight, during which the risk value can be adjusted to the current situation. When the various drones become a permanent part of everyday life (package and food delivery, medical, and police use), communication between the infrastructure and the UAV is essential. Thus, calculating a continuous hazard index supports the decision-making of the UAV in critical situations.



The authors of this paper concentrate on analysis that improves efficiency and provides a high level of safety for regular flights. As a result, a so-called uniform scale system focusing on flight parameters was developed. A general risk factor could be defined using this scale system. Each parameter ensures that the battery is selected based on the situation, taking into account external environmental factors. To be able to validate the algorithm, simulations were run using data from real-world measurements. Based on the findings, four distinct flight categories were developed. Finally, the authors examined several examples to demonstrate the methods’ applicability.



To elaborate, the method presented in this paper aims to increase the safe flight time of drones. Based on real-time data, the approach examines the expected risk and flight time before take-off, on the one hand, and the constantly changing risk, on the other. The goal is to create a tiered system for determining the risk and safety factors associated with flying drones under specific (and changing) conditions. The primary goal is to assist pilots in determining how safe it is to fly for a given mission. Another goal is to improve energy efficiency by making it simple to select the best battery for a given application once the appropriate parameters have been set. As a result, the energy required to power the battery will be neither too small nor too large.



UAVs are light in weight and require little space for battery installation. The optimal battery is a common challenge for drone builders because the more they want to fly, the more energy they require; however, more power typically requires heavier batteries, which reduces flight time.



A safety factor is a number that is assigned to the flight time. This number describes the level of safety required to carry out the actual mission. Power typically requires heavier batteries, which decreases flight time.



The structure of the paper is the following: Section 2 summarizes the materials and methods; Section 3 contains the results and discussion; finally, Section 4 is about the derived conclusions.





2. Materials and Methods


2.1. Overview of UAV Design


The quadrocopter used in this article is a self-designed rotary-wing UAS. The design objective was to create a multicopter that can be operated as a digital open platform, which is well adapted to daily use in terms of dimensions, power, and take-off weight.



Its control system is the 3DR PX4 Pixhawk Advanced Autopilot running on a 32-bit ARM Cortex M4 Processor. Its accelerometer unit and redundant control supervision involving three IMUs (inertial measurement units) make it a reliable open-flight controller with sound capabilities.



It can operate in the A1/A3 open category (according to European Union standards [88]). The UAV has a dead weight of between 1700 and 2050 g, including the battery. Its MTOM (maximum take-off mass) with 12- and 14-inch propellers will result in different characteristics, so the final behavior of the UAV will be tuned to the size and inclination of the propeller. The drone will later be capable of carrying a payload of 750–1100 g.



The UAV can be used primarily for low and short-range precision flights. The multicopter can basically move and position a small gimbal and/or a microcontroller or microcomputer. The design aims to ensure that the mounted devices and their accessories can be quickly and securely mounted.



The frame is a TAROT XS 690 kit, which features a two-level layout to separate electronic components properly.



The UAS will be controlled using the 2.4 GHz ELRS (express long-range system) protocol, mainly for short- and medium-range missions. In addition, the dedicated remote control shall be configured to receive telemetry data. At the time of writing (2.5.1), the RC (radio control) module runs the latest possible secure ELRS firmware (available via ELRS Configurator). The connection between the Cube and the RX module is provided by the TELEM2 UART port using CRFS protocol.



The flight controller (FC) on a PixHawk Orange Cube FC running Ardupilot 4.3 can be updated and configured in the Mission Planner MP application.



The Mateksys integrated PDB (power distribution board) circuit is responsible for filtering the direct battery currents, branching, and routing the high-current and ESC control cables. The device uses X-Rotor, 40A 2-6S ESCs (electronic speed controllers). These are suitable for supplying power to T-Motor 3506-25, 650 KV motors (~10 A at 100% throttle). The approximate speed of the motors is 7000 rpm. The propellers are T-Motor 12 × 4 models.



The UAV is powered by 3700 mAh 4s batteries, which are LiPo (lithium-polymer) technology [89] for high-peak-current demands. The calculated flight time for one battery and the considered parameters and their values are:




	
motor consumption:




	○

	
10.8 A per motor at 100% assumed average load;




	○

	
6.9 A per motor at 75% assumed average load;




	○

	
4.9 A per motor at 65% assumed average load;




	○

	
2.5 A per motor at 50% assumed average load;









	
consumption of additional units:




	○

	
2 A assumed consumption due to control and telemetry systems;









	
the expected energy demand of the construction (approximate, may vary depending on take-off weight):




	○

	
3.7 Ah (battery capacity)/44 A (average load)~5 min (expected flight time);




	○

	
3.7 Ah (battery capacity)/22 A (average load)~10 min (expected flight time);




	○

	
3.7 Ah (battery capacity)/11 A (average load)~20 min (expected flight time);














To be able to establish the actual consumption data, measurements were taken after the UAV was assembled, which will be described in the next section.



Figure 1 shows the completed UAV.




2.2. Concept of Risk Analysis and Parameter Determination


The critical parameters and interdependencies were first examined for the risk analysis. The analysis also considered the order in which they are used over time and their interaction. The block diagram in Figure 2 summarizes the main parameters and approaches used.



Many parameters must be considered during risk analysis. The presented case contains a lot of different parameters but shows a concise, easily understandable, and adaptable state. In the first case, the authors examine a not very complicated but sufficiently complex condition. Parameters are defined, and risks are associated using the literature [90,91,92] and results based on own measurements [93,94]. During the classification, the timeline was divided into past, present, and forecast (see Figure 2; in the text, these words are used in lower cases). The parameters derived from the UAV manufacture and the battery basic data belong to the past. The present time includes current conditions and temperature components, while the forecast section determines expected conditions and safe flight times.



The input (X) parameters shown in Figure 2 depend on several things. In the previous section, the design of a UAV and its elements were presented in parts. The Consumption of the Construction (X1) is influenced by several factors, the exact definition of which is a complex task. One key factor is determining the components’ consumption, which can be based on catalog data as a starting point. In order to determine the consumption, it is necessary to know the Motors (X11), the Propellers (X12), the System weight (X13), and possibly the controller, etc. Of course, additional items can be added (additional X1n parameter), such as different sensors and cameras, but the average consumption is the critical point in all cases. For simplicity, in the first case, the catalog data were used to calculate the value of X1, which thus consists of the system voltage and an average load current. It is important to note that the current article does not address the design aspects and their interrelationship; it only uses the consumption context. This form of specification is part of future research. In the calculations, the average consumption was decomposed in W unit (see Equation (1)).


   X 1  =    V  N s    I  A V R      



(1)







In Equation (1),    X 1    is the system’s consumption,    V  N s     is the system’s nominal voltage, and    I  A V R     is the average current. When factory data are unavailable, average consumption should be determined by measurement. Tests should be carried out under conditions that best reflect real use. It is vital to bear in mind that the replacement of individual components, e.g., engine or propeller, can have a decisive influence on consumption.



There are several options when selecting the purpose of the flight parameter (X2). On the one hand, optimization can be carried out for Time in the air (X21), Distance traveled (X22), or Speed (X23). In most cases, all three parameters are important factors, but higher speed also means higher consumption and, thus, less time in the air. The algorithm presented in this paper analyzes the time spent in the air (X21); studying the distance traveled requires more minor changes in the model, while optimization for speed requires more significant changes. The approach is now to optimize for one parameter; the other values will be 0. In the case under consideration, the analysis is performed in time, so X22 and X23 are 0, and the output is determined by X21 (see Equation (2)).


   X 2  = m a x    X  21   ,  X  22   ,  X  23      



(2)







In Equation (2),    X 2    is the expected flight time, and    X  21     is given in seconds. It is important to note that each optimization option has a different unit of measurement, so transformations will need to be made when entering values. When performing the conversion, care must be taken to ensure that the value of the    X 2    parameter is second-based. Due to the different optimization conditions, in some cases the value of    X 1    may vary. For example, higher average consumption may be required to achieve higher speeds. It is important to note that in the case where several parameters are to be considered, the case with the highest flight time should always be used. An essential part of future research will be further investigating different optimization options.



External temperature effects (X3) include present and expected temperature data. It is important to note that in addition to the current components Wind strength (X31), Temperature (X32), and Humidity (X32), the expected values can be found if they are available. Determining the external temperature effects for the entire flight route is vital, such as temperatures measured at different altitudes, wind speed, and relative humidity. Risk is defined as the probability of a flight failing (see Equation (3)):


   X 3  = 1 −   ( 1 −  X  31       1 −  X  32   ) ( 1 −  X  33     )  



(3)







In Equation (3),    X 3    is the product of Wind strength (   X  31    ), Temperature (   X  32    ), and Humidity risk   (  X  33   )  . It is important to note that for all three external temperature parameters    X  31    ,    X  32    , and    X  33    , a risk conversion must be performed before use. The conversion for    X  31     is determined from Table 1, the conversion for    X  32     is determined from Figure 3, and the conversion for    X  33     is determined from Table 2. In all cases, the output value is between 0 and 1, as shown below. The conversion of default wind force values to risk is summarized in Table 1.



As wind speeds (Vw) increase, it becomes more challenging to determine the exact flight time. As a function of this, higher wind strength means higher risk. Therefore, a value above 60 km/h is considered too dangerous as a starting point, regardless of wind direction. (The figures currently specified are empirical values, which may be corrected in the future after several real measurements.)



The external temperature is also an essential consideration for batteries. Too cold and too hot can both mean a drastic reduction in capacity [94]. The relationship between temperature and risk is shown in Figure 3.



Figure 3 shows that values between 15 °C and 35 °C are ideal, with cases beyond this range being increasingly risky. Take-offs below 0 °C and above 50 °C are recommended only under strong restrictions. Below –15 °C and above 60 °C, it is no longer safe to take off. The values thus defined are also based on empirical and literature recommendations and can be further refined [76,92].



Relative humidity (RH) can also significantly impact flight safety. In most cases, UAV pilots use meteorological applications to monitor the weather and reschedule flights if possible in the case of high humidity. Table 2 shows the relationship between humidity and risk.



Based on Table 2, it can be observed that a higher relative humidity is associated with a higher risk. A relative humidity level of more than 80% is too high a risk; therefore, flying is not recommended.



After the analysis of the temperature factors and the risk conversion,    X 3    can be determined, whose output is a number with no units between 0 and 1. It is important to note that the risk values are set at a default level during the approach, and pilots with more experience can adjust these values.



The concept does not consider the pilot’s driving competence and skill. As this develops, the values may naturally change. For example, a well-qualified pilot may have a different risk to a beginner. It is important to note that the approach includes baseline values; pilots with more experience can modify them. As this is a safety-oriented approach, the values are adjusted to the level of the novice UAV user.



The Battery parameters (X4) generally contain the battery capacity and voltage values. In this case, the factory data installed on the UAV are used with the battery in its new state (see Equation (4)).


   X 4  =    X  41   ·  X  42      



(4)







In Equation (4),    X  41     is the factory capacity in Ah of the battery and    X  42     is the nominal voltage in V. The value of X4 is Wh.



The Battery state (X5) values indicate the current status. The value of SOC (state of charge) (X51) inbound variable, by default, specifies the assumed charge level of the current. Here, the incoming value also varies between 0 and 1, where the fully charged state means 0. Figure 4 shows the relationship between risk and charge level.



In Figure 4, it can be seen that a level of occupancy below 20% is already very high risk. Due to the constantly changing conditions and the possible high peak loads, it is not recommended to land at such a low level. The lower 20% is a reserve for emergencies and should only be used after a very accurate estimation and several measurements. There is a linear increase in the correlation between SOC and risk up to 50%. With a charge level below 50%, take-off is no longer recommended, and a steeper linear section in terms of risk follows. It is important to note that in this case, the percentage of the fill level is also converted to a risk value, as shown in Figure 4, which gives the output of X51.



The value of SOH (state of health) (X52) is the current battery condition (see Figure 5); it is essential to note that battery wear is affected by several factors: for example, cycle number, storage, or usage. Therefore, based on the information available on the battery status, this parameter is set between 0 and 1.



In most cases, UAVs use lithium polymer batteries, the best choice for energy density, but they wear out relatively quickly. These types of batteries are no longer recommended at 50% due to the voltage drop caused by the peak load. It is important to note that at the 50% condition, when used up to 20%, only 30% of usable energy remains, according to the factory value. Therefore, a battery level of less than 70% is not recommended for safety reasons. The conversions shown in Figure 5 are based on empirical values, which can be further refined after several measurements.



The Battery temperature (X53) is the present pre-take-off pack temperature. So, in this case, it indicates the current temperature of the battery and the temperature used during storage and assigns it a value of 0–1; the ideal input value is 15 °C to 35 °C. Figure 3 is a guide in terms of risk. In all cases, the first step in determining the output was to determine the risk values of the various parameters. As a function of this, the output of    X 5    is (see Equation (5)):


   X 5  = 1 −     1 −  X  51     · ( 1 −  X  52     ·   1 −  X  53     )  



(5)







In Equation (5), the value of    X 5    is the risk value between 0 and 1 calculated from the ratio of the SOC and SOH, as well as the temperature.



The Energy demand (X6) includes the required energy to complete the current task. It is important to note that the average consumption is calculated, and peak load and its effect are not included. Furthermore, based on average consumption, the model assumes a sufficient pilot skill level to fly. Some cases are presented later in the analysis, where the effect of higher loads is analyzed in the risk calculation (see Equation (6)).


   X 6  =    X 1  ·  X 2     



(6)







In Equation (6),    X 6    is the amount of energy in Joules that can be extracted over the expected time. The approach is based on the energy demand of the time spent in the air. So, this is the amount of energy needed to fly the UAV for the time defined by    X 2  .  Available energy (X7) is used to determine how much energy the battery has at the moment of take-off (see Equation (7)).


   X 7  =   3600 ·  X 4  ) · ( 1 −  X 5     



(7)







In Equation (7), X7 is the currently available energy of the battery, in Joules.



The situation before take-off is analyzed first when determining the theoretical flight time. It includes energy demand, external temperature factors, and a comparison of available energy. Then, by combining the initial (factory parameters) consumption data, the current battery status, and the temperature factors, the expected flight time and the associated risk and safety factor (X8) can be determined (see Equation (8)).


   X 8  = 1 −     1 −  X 3    ·      X 7     X 6         



(8)







In Equation (8), X8 is the risk of the specified flight time. If the result is 0 or below, the risk is very low, thus, 0. If it is greater than 0, further scaling is required. The value is between 0 and 1, where 1 represents the higher risk. In the evaluation, the Y-output is determined, as shown in Figure 6.



To evaluate the value obtained after calculating    X 8   , our proposed classification scheme is shown in Figure 6. It considers values between 0 and 1; where this value is less than zero, the lowest risk is assumed. It is the case, for example, if the drone can spend two–three times more time in the air than planned.



The flight can still be safely performed if the risk is not zero but not greater than 0.1. If the risk value is between 0.1 and 0.2, the take-off risk is higher, but the flight is still recommended. In case the risk is higher than 0.2, it is worth checking which parameters are not justifiable for take-off. In the case of battery condition, it is worth replacing the battery (with a new or higher capacity one), and in case of bad weather, it is worth checking whether the flight can be postponed. If the risk is greater than 0.5, delaying the flight or reducing the risk parameters is advisable.



The Y-output is a risk factor assigned to time. After determining the initial value, continuous monitoring further corrects these paired values, depending on the given situation. Since the output specifies a risk factor, the pilot can more easily make decisions about choosing flight speed. These values are objective, but it is important to note that the final decision is always in the hands of the pilot. So, it works as an aid in the background; however, it cannot interfere with flight control.



It is important to note that during the evaluation, it can be screened whether the target mission can be completed before take-off. A further advantage of this approach is that by changing the individual parameters, for example, in the case of higher consumption, the risk factor can still be examined and calculated. Moreover, individual factors may receive a standard deviation, such as further dissection of temperature factors, as these values can change drastically quickly.



The next step is to connect the online diagnostics to the system, which allows one to compose individual values already in flight. However, it requires the continuous collection and analysis of telemetry data. Such incoming values are, e.g., the load current and cell voltage level. These values can be used to give a more accurate estimate by continuously monitoring the outside temperature. An essential complement to online diagnostics can be the use of a battery measurement database, which can further refine the assessment based on previous measurements and experience. The following section presents the continuous risk analysis of data collected from real measurements, which is the first step in online diagnostics.





3. Results and Discussion


3.1. Risk Calculation


Some examples and calculations are presented based on the risk calculation algorithm presented in the previous section. In the first case, the risk was calculated as a function of the different loads of the battery used (see Figure 7).



In Figure 7, it can be observed that higher loads are associated with increased risk. However, it is essential to note that the values of the discharge times are strictly theoretical, as this calculation assumes that the battery is used at 100% charge. In the following case, the different parameters were tested on each other; the analysis is based on Equation (9).


   T  L i m i t   =    X 4  · ( 1 −  X 3  ) · ( 1 −  X 5  )    X 1     



(9)







In Equation (9),    T  L i m i t     is the theoretical flight time with a risk of 0, expressed in seconds. Such an evaluation can be seen in Table 3.



Table 3 shows a theoretical calculation of the expected flight time based on different average impacts and factors. The first column of Table 3 shows the parameters that have been changed, e.g., in the case of temp 9 °C, only the outside temperature has been changed. On the other hand, in the case of SOC 80%, temp 0 °C, and wind 30 km/h, three parameters were modified: the battery was used up to 80%, the outside temperature was set to 0 °C, and the wind speed was 30 km/h. The next step is to perform the test based on X21, which means analyzing the safety of a 1200 s flight time according to the given conditions.



Table 4 shows the pre-take-off risks at different average loads. The calculation was carried out according to Figure 1, and the output values were determined according to Figure 6. It is important to note that the presented risks indicate the pre-take-off risks and the loads at which the flight is recommended to be performed to allow the drone to spend the planned time in the air. Furthermore, 0 is the optimum value, and 1 is the most critical.



To be able to improve the clarity of the results, further analysis by parameters was carried out. In the three highlighted cases, the interaction of the 3C load parameters was investigated. It is important to note that for the 3C load, the system consumption is set to 11.1 A; the system voltage is 14.8 V. The planned flight time, as defined before, remained at 1200 s and was optimized for the time spent in flight. The factory values for the battery were also left unchanged at 3.7 Ah and 14.8 V. The Y-output was determined as shown in Figure 6. A more detailed parametric dependent analysis is shown in Table 5.




3.2. Measurement Results


Real measurements were taken to verify the risk calculation. The UAV used for the flight is described in detail in Section 2.1. Table 6 summarizes the values before take-off. The battery used for the flight was a new condition 3700 mAh and 14.8 V battery pack.



Table 5 summarizes the pre-take-off data, with calculations based on an estimated flight time of 1300 s. The average load was 8.2 A. Flight conditions were ideal, and the battery condition was new, but the calculation considered that 80% of the capacity was safe. Figure 8 shows the current and voltage diagram obtained from the real measurement.



Figure 8 shows the voltage in blue and the current in red. The average load was 8.2 A, corresponding to 2.2C. In Figure 9, the variation of the voltage and the SOC can be found.



The SOC shown in Figure 9 was determined using the Coulomb Counting method. The initial value was the nominal maximum level of the battery, and the minimum level was the limit of 20%. As a practical consideration, even in most automatic-factory setups, the last 20% SOC is not used by the UAV. Since load spikes can be dangerous below this level, usable capacity is set at 80%. Modifications had to be made to the model to determine the theoretical in-flight risk, or it depended on the battery charge and load levels. An increase in load C-rate may result, for example, from higher winds, and so on.



The relationship between risk and SOC was determined based on Figure 4, and the relationship between load magnitude and risk is shown in Figure 10.



The applied lithium polymer batteries can withstand very high loads, but it is essential to consider that peaks at low charge levels can be dangerous. However, as shown in Figure 10, there are no significant risks up to the 2C load.



Figure 11 shows the relationship between the voltage and risk considering the flight time based on real measurements.



It is important to note that the risk calculated now is no longer based on the Y value defined in the previous calculations. There is a significant difference between the take-off risk and the continuously variable value defined there. Because of the continuously decreasing SOC value, the critical level, in this case, is around 20%, or 0.8 risk, where it is worth landing. The essence of the presented continuous risk estimation is to present and illustrate a simplified method for a later pilot support system.



The presented continuous risk estimator makes many simplifications that need to be modified later. Such simplifications include neglecting external factors, the voltage difference between different cells, etc.





4. Conclusions


UAVs are more commonly known and are becoming an increasingly important component of everyday life. Despite this, the increasing prevalence of UAVs poses an ever-increasing risk to the nation’s critical transportation infrastructure. Even though they have high accuracy and overall effectiveness, infrastructural-scale UASs have a disadvantage regarding their capability of being implanted in the ecosystem. The reasons for this can be explained in various ways, but the primary bottleneck is that their systems are not transparent to society and have very complicated processes. Consequently, the authors intend to research the operational properties of UAS and make improvements to those functional properties. In addition to that, they are interested in bettering the functional properties themselves. Therefore, the study’s authors placed a primary emphasis throughout the entire analysis, which not only increases productivity but also guarantees a significant level of safety for flights that are performed on a routine basis. The power consumption of a UAV is affected by several factors, such as the consumption of components, external temperature factors, and the current state of the battery used.



Significant parameters and interdependencies are taken into account within the context of the risk assessment strategy developed for energy-efficient UAVs.



In the case of UAVs, the algorithm presented in this paper calculates a risk before take-off in order to estimate how much risk the given flight time can be achieved in with the given battery. Calculation input parameters can be modified based on external factors and drone energy consumption data. In order to evaluate the proposed risk analysis algorithm, the authors created a UAV that was tested under real conditions. The risk simulation was conducted prior to the test using actual flight data.



The computational methods defined in this article can be used in flight planning, and the initial values of all parameters have been defined. It is important to note, however, that the values of each parameter can be further refined after additional real flight values. Furthermore, the values were defined assuming the pilot’s qualification as beginner level.



Flight safety can be improved by simply implementing the presented elements that the pilot is aware of. In addition, using the data can prevent hazardous missions from being initiated, and during flight, the analyzing system provides the pilot with feedback to prevent further mishaps. It is essential to emphasize that the entire concept is based on individual responsibility, as the final decision regarding whether to abort a risky flight is always in the hands of the UAV operator.



An essential next step in the research will be to translate the strategy into different types of UAVs. In addition, continual in-flight status estimates and risk computations are performed. So, by expanding the concept further, dynamic risk computation may now be possible, which may considerably help a safer approach to the UAV.
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Abbreviations




	
AEC

	
architecture, engineering, and construction




	
DIC

	
digital image correlation




	
ECS

	
electronic speed controller




	
ELRS

	
express long-range system




	
FC

	
flight controller




	
FTC

	
fault tolerant controller




	
IMU

	
inertial measurement unit




	
IoE

	
internet of everything




	
IoT

	
internet of things




	
LiDAR

	
light detection and ranging




	
LiPo

	
lithium-polymer




	
MFP

	
mission feasibility problem




	
MTOM

	
maximum take-off mass




	
NIR

	
near infrared




	
PDB

	
power distribution board




	
PI

	
proportional integral




	
PID

	
proportional-integral-derivative (controller)




	
RC

	
radio control




	
SOC

	
state of charge




	
SOH

	
state of health




	
UAS

	
unmanned air/aerial systems




	
UAV

	
unmanned air/aerial vehicle




	
UGV

	
unmanned ground vehicle




	
Symbols

	
Description (meaning)

	
Units




	
X1

	
consumption of the construction

	
W




	
X11

	
UAV motor parameters in terms of consumption

	
W




	
X12

	
UAV propeller parameters in terms of consumption

	
W




	
X13

	
UAV system weight

	
kg




	
VNS

	
system nominal voltage

	
V




	
IAVR

	
average load current

	
A




	
X2

	
expected flight time

	
S




	
X31

	
wind strength risk

	
–




	
Vw

	
wind speed

	
km/h




	
RH

	
relative humidity

	
%




	
X32

	
temperature risk

	
–




	
X33

	
humidity risk

	
–




	
X4

	
battery factory data

	
Wh




	
X41

	
factory capacity

	
Ah




	
X42

	
nominal voltage

	
V




	
X5

	
battery state

	
–




	
X51

	
SOC (state of charge)

	
%




	
X52

	
SOH (state of health)

	
%




	
X53

	
battery temperature risk

	
–




	
X6

	
energy demand

	
J




	
X7

	
available energy

	
J




	
X8

	
risk of the specified flight time

	
–




	
Y

	
risk output

	
–




	
TLIMIT

	
theoretical flight time

	
s
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Figure 1. The completed UAV. 
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Figure 2. Risk analysis strategy for energy-efficient UAVs. 
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Figure 3. Relation between temperature and risk value. 
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Figure 4. Relation between SOC and risk value. 
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Figure 5. Relation between SOH and risk value. 
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Figure 6. Determination of Y parameter. 
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Figure 7. Analysis of the effects of different loads as a function of risk (the 1C…5C values mean the discharging current; thus, if a battery is 3.7 Ah, 1C means 3.7 A discharging current, 2C means 7.4 A discharging current, and so on). 
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Figure 8. In-flight monitored voltage and current measurements. 
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Figure 9. The voltage as a function of the SOC during the measurements. 
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Figure 10. Relationship between risk and C-rate (the meaning of C-rate can be found in Figure 7). 
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Figure 11. Relationship between the voltage and risk considering the flight time based on real measurements. 
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Table 1. Relation between wind force and risk values.
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	Speed (Vw) (km/h)
	    Risk   Values   (  X  31   )    





	Vw ≤ 30
	0.0



	30 < Vw < 60
	0.5



	Vw ≥ 60
	1.0
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Table 2. Relation between relative humidity and risk value.
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	Relative Humidity

(RH) (%)
	    Risk   Values   (  X  33   )    





	RH ≤ 60
	0.0



	60 < RH < 80
	0.5



	RH ≥ 80
	1.0
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Table 3. Theoretical time limits (in sec unit; the meaning of 1C…5C can be seen in Figure 7).
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	Loading Cases
	1C
	2C
	3C
	4C
	5C





	Ideal
	3600
	1800
	1200
	900
	720



	Temp 9 °C
	2880
	1440
	960
	720
	576



	Temp 0 °C
	1800
	900
	600
	450
	360



	Temp 0 °C and

wind 30 km/h
	1440
	720
	480
	360
	288



	SOC 90%
	3240
	1620
	1080
	810
	648



	SOC 80% and temp 9 °C
	2304
	1152
	768
	576
	461



	SOC 80%, temp 0 °C, and

wind 30 km/h
	720
	480
	192
	185
	144
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Table 4. Determination of the Y parameter regarding the C-rates (the meaning of 1C…5C can be seen in Figure 7).
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	Cases
	1C
	2C
	3C
	4C
	5C





	Ideal
	0.00
	0.00
	0.00
	0.50
	0.88



	Temp 9 °C
	0.00
	0.00
	0.50
	0.88
	1.00



	Temp 0 °C
	0.00
	0.50
	1.00
	1.00
	1.00



	Temp 0 °C and

wind 30 km/h
	0.00
	0.88
	1.00
	1.00
	1.00



	SOC 90%
	0.00
	0.00
	0.25
	0.75
	0.95



	SOC 80% and temp 9 °C
	0.00
	0.00
	0.81
	1.00
	1.00



	SOC 80%, temp 0 °C, and

wind 30 km/h
	0.88
	1.00
	1.00
	1.00
	1.00
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Table 5. Determination of the Y parameter regarding the 3 C-rates.
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	Parameters
	Ideal
	SOC 80% and Temp 9 °C
	SOC 80%, Temp 0 °C, and

Wind 30 km/h





	X1
	164.28
	164.28
	164.28



	X21
	1200.00
	1200.00
	1200.00



	X2
	1200.00
	1200.00
	1200.00



	X31
	0.00
	0.00
	0.50



	X32
	0.00
	0.20
	0.50



	X33
	0.00
	0.00
	0.00



	X3
	0.00
	0.20
	0.75



	X4
	54.76
	54.76
	54.76



	X51
	0.00
	0.00
	0.00



	X52
	0.00
	0.20
	0.20



	X53
	0.00
	0.00
	0.00



	X5
	0.00
	0.20
	0.20



	X6
	197,136.00
	197,136.00
	197,136.00



	X7
	197,136.00
	157,708.80
	157,708.80



	X8
	0.00
	0.36
	0.80



	Y
	0.00
	0.81
	1.00
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Table 6. Values of the parameters before take-off.
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Parameters

	
Values






	
Consumption of the construction

	
X1 [W]

	
121.36




	
Mission parameters

	
X2 [s]

	
1300.00




	
External temperature effects

	
X3 [0–1]

	
0.00




	
Battery parameters

	
X4 [Wh]

	
54.76




	
Battery state

	
X5 [0–1]

	
0.20




	
Energy demand

	
X6 [J]

	
157,768.00




	
Available energy

	
X7 [J]

	
157,708.80




	
Risk

	
X8 [0–1]

	
0.00




	
Estimate flight time

	
Tlimit [s]

	
1300.00
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