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Abstract: Subjected to complex loadings from the wheel–rail interaction, turnout rail is prone to crack
damage. This paper aims to develop a condition evaluation method for crack-alike damage detection
of in-service turnout rail. A covariance-based structural condition index (CI) is firstly constructed by
fusing the time-frequency components of responses, generating a series of patterns governed by the
interrelationships between column members in the CI matrix. The damage-sensitive interrelationships
latent in CI are then modeled using Bayesian regression and historical data, and baseline patterns
are built with predictions of the models and new inputs. The deviations between the baseline
patterns and the actual patterns of the newly observed CI members are quantitatively assessed. To
synthetically consider the individual assessment results, a technique is developed to combine the
individual assessment results into one synthetic result by designing a group of suitable weights
taking into consideration both probabilistic confidence and reference model error. If the deviations
are within a tolerable range, no damage is flagged; otherwise, damage existence and severity are
reported. A case study is conducted, in which monitoring data from the database of a railway
turnout are applied to build the CI matrix and examine the damage identification performance of
this method. Good agreement between actual conditions and assessment results is found in different
testing scenarios in the case study, demonstrating the effectiveness of the proposed method.

Keywords: railway turnout; Bayesian inference; damage identification; condition index; synthetic
assessment; pattern comparison

1. Introduction

As a transition node for trains from one track to another, railway turnout is a damage-
prone segment of a railway track system due to the cyclic loadings and impact loadings
induced by wheel–rail interactions. According to the statistics, derailments related to
turnouts account for about half of all train derailments in the UK [1], and the failure of
turnout components is one of the main factors in the accidents [2–4], which similar to the
situation in the United States [4,5]. In China, rail damage in turnout areas is also one of
most risky factors [6,7]. Therefore, structural health monitoring (SHM) technology plays an
increasingly significant role in rail damage detection. Typical methods for SHM include
the modal analysis technique, electromechanical impedance–based technique, guided
wave or other elastic waves-based techniques, and acoustic emission–based technique [8].
There are many investigations related to the measurements and analysis of turnouts [9–16],
including fault prediction with track–based inertial measurements [9], structural health
analysis with track-side monitoring [13], indicators for common crossing structural health
monitoring with track-side inertial measurements [14], and remaining useful life prognosis
of turnouts [16]. As acoustic emission is a passive monitoring method without the need for
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loadings measurements and is highly sensitive to local defects. It is advocated for in-service
engineering structures.

The investigations on crack detection using acoustic–emission responses can be catego-
rized into two groups. One group focuses on the detection of crack existence, including the
successful detection of rail crack existence and the influence of wheel-rolling noise on the
detection performance [17–20]. Another group tackles the difficulty of acoustic emission
technology in a quantitative assessment of damage severity [8]. The investigations on the
quantitative assessment using this technology includes the parameter analysis method,
waveform analysis method, and intelligent method based on damage–growth models or
data-driven models. The parameter analysis method basically assesses the damage severity
through the relationship between the characteristic parameters of the acoustic emission
signal and the damage severity, such as the relationship between crack growth and the
root mean square value, rise time, as well as energy of the signal [18], the crack growth
rate model based on the acoustic emission count rate and stress intensity factor [17,21,22],
the b value or Ib value based on the slope of the amplitude distribution [23,24], and the
correlation diagram of the “historical index-intensity value” based on the intensities of
several acoustic emission events [25]. The waveform analysis method evaluates the dam-
age severity by establishing a relationship between the waveform of the acoustic emission
signal and the degree of damage, such as the traditional spectral analysis method [26]. The
transfer function method takes advantages of the changes in wave propagation characteris-
tics under different severity levels of damage [27]. The modal acoustic emission method
associates the relationship between the energy of the acoustic emission wave packet and
the fracture energy or the degree of damage [8–29]. The intelligent analysis method is based
on damage progression models, and it is commonly seen to be used to estimate the unde-
termined parameters in the traditional function of crack propagation rate using Bayesian
theory [30–32]. The size of cracks can be predicted by the initial value of crack size and
the output of the function with the estimated parameters. Similar methods are also used
for parameter estimation of crack propagation rate models based on Shannon entropy [33].
Multiple artificial intelligence algorithms are applied for non-parametric intelligent assess-
ment of damage severity. Such data-driven methods usually establish models and make
predictions through the nonlinear mapping relationship between the characteristics or
principal components of acoustic emission signals and the damage severities, such as the
neural network [34,35] with the input as the signal power, skewness, kurtosis, and other
characteristics, and the fuzzy neural network [36] with the root mean square value of each
signal after wavelet packet transform as its input, a support vector machine model with
principal component features as the input [37], and a grayscale correlation model with the
input as the principal component features obtained from local mean decomposition [38].
The applications can be found in various structures, including rail specimens and speci-
mens of other materials [17,18,21,28,31–34], concrete structures [23–27], pipelines [37], and
train axles [38]. However, in this group of investigations, the applications of the acoustic
wave-based quantitative assessment to in-service turnout rail damage identification are
rarely reported.

Different from the above studies, this research is intended to tackle the difficulty of
the acoustic wave-based SHM technology in a quantitative condition assessment of in-
service railway turnout, by developing a covariance-based condition index and conducting
Bayesian discrimination analysis on the patterns of interrelationships in the CI matrix. The
proposed damage detection methodology includes the construction of a covariance-based
CI matrix, the modeling of damage-sensitive interrelationships between different types
of members in CI, and quantitative assessments of the differences between the observed
and the predicted interrelationships. The variation in the health condition of turnout rail
is embodied by the relative change in the interrelationships latent in CI. The modeling
and quantitative analysis under uncertainties are realized for in-service turnout through
an integration of Bayesian regression and Bayes factor. Bayesian inference is a powerful
tool that enables the continuous updating of models [30–33,39–43], and the combination
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of Bayesian regression and Bayes factor [44–48] are applied to conduct the quantitative
assessment for pattern deviations of the interrelationships with the gradual arrival of
new datasets. Individual quantitative assessments are combined through the designed
weights, leading to a synthetic result quantifying the health condition of turnout rail. The
detailed description of methodology is provided in Section 2, followed by a case study for
methodology validation in Section 3.

2. Methodology

The proposed methodology includes three steps, namely the establishment of a
covariance-based CI matrix after the time-frequency decomposition of responses, the train-
ing and validation of reference models of interrelationships between different members in
the CI matrix, and quantitative assessment of the pattern differences between the observed
and predicted interrelationships. The flowchart illustrating the proposed damage identifi-
cation methodology is depicted in Figure 1. The CI matrix is formulated in Section 2.1, and
the technique for reference model construction and quantitative assessment is described in
Section 2.2.
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2.1. Formulation of Condition Index

Considering the transient-release feature of acoustic-emission energy with crack pro-
gression, and inspired by the data fusion technique proposed by Wang et al. [49] for
building a time-domain health condition index, a condition index based on time-frequency
analysis and d matrix transformation is formulated herein. Specifically, the condition index
is derived via the following process. The matrix CAn for CI construction is obtained after
performing time-frequency transformation on the signals collected by multiple sensors in
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the nth period. The response matrix CAn containing covariance-based and amplitude-based
segments can be expressed as:

CAn =
[
Cov(g,i1) · · · Cov(g,j1), A(g,i2) · · · A(g,j2); · · · ;

Cov(h,i1) · · · Cov(h,j1), A(h,i2) · · · A(h,j2)

] (1)

where for the subscripts h = 1, 2, . . . , H, 1 ≤ g ≤ h, j1 = 1, 2, . . . , J, j2 = 1, 2, . . . , J,
1 ≤ i1 ≤ j1, and 1 ≤ i2 ≤ j2, H is the total number of the time delay for computing
covariances Cov of multiple sensors, H is also the total number of time slots for obtaining
response segments A of multiple sensors, and J is the total number of frequency bands. To
explore the latent relationships among the members, a Fourier transform is carried out on
each column of CAn, and the resultant matrix is denoted as Qn.

A transformation matrix is designed for mapping the complex-valued matrix Qn to a rail
condition index. The condition index is denoted as Vn =

[
V(i1) · · · V(j1), V(i2) · · · V(j2)

]
,

where V(i1), . . ., V(j1) are column vectors associated with CA and V(i2), . . ., V(j2) are column
vectors associated with A. The former are called covariance-based members and the latter
are called amplitude-based members. The transformation matrix T is a partitioned diagonal
matrix transforming every part of Qn as a column vector, and all column vectors are
grouped as the index matrix V. The current condition index and transformation matrix can
be iteratively obtained by using Equations (2) and (3):

Vn = QnTn (2)

Tn = (Q∗n−1Qn−1 + λI)−1Q∗n−1Vn−1 (3)

where λ is a small positive value for avoiding the ill-conditioned problem when solving
the inverse of the matrix, V0 = (αU + 1i×U)/

√
α2 + 1 is the initial value of Vn and it uses

a matrix U in which all elements are one, and an adjustable weight α is used to represent
the initial health condition (i.e., intact condition). The transformation matrix T is always
computed by using healthy data. Therefore, if the condition index V is found abnormal,
the anomalous state of the condition index V only comes from Q.

2.2. Construction of Reference Models for Damage Detection

To mine the underlying knowledge in healthy status, the relationships between differ-
ent members in the CI matrix built by using healthy data are modeled. The CI matrix is
composed of several covariance-based members as well as amplitude-based members, and
the relationship between a member in one type and a member in the other type has not
been exploited. This interrelationship between the two types of members in the CI can be
described as:

yV(x) = f (x, xV) + ε(x) (4)

where ε(x) is additive random noise that is generally assumed as Gaussian in structural
health monitoring, and the model output f (x, xV) at an arbitrary point x is intended to
be predicted with pairs of training data [xV yV ]. As each member of the CI is complex
valued, the pairs of training data [xV yV ] can be either the real or imaginary part of one
column in the covariance-based members and that of another column in the amplitude-
based members.

Various machine learning methods, such as neural network, support vector machine,
and Bayesian regression, can be applied to build the models of anomaly-sensitive relation-
ships between the two types of members in V. Sparse Bayesian regression is adopted for
diminishing the overfitting problem, and f (x, xV) is a combination of kernel functions, as
shown in Equation (5).

yVprd = f (x, xV) =
K

∑
k=1

ωkφk(x, xV) = Φω (5)
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where Φ =
[
φ1 · · · φK

]
and φ(·) denote the basis kernel function, andω =

[
ω1 · · · ωK

]T
is the weight vector. The predicted output can be obtained as the product of kernel functions
and the posterior estimation of the weight vector ω̂.

ŷVprd = Φω̂ (6)

By using sensory data acquired when the structure is undamaged, the model governed
by Equation (6) represents a normal interrelationship in healthy state. So, the model can be
called a reference model and the prediction of a reference model can serve as a baseline. If
the current pattern of the interrelationship built by using newly observed data deviates
from the baseline pattern of the predicted interrelationship governed by Equation (6), an
anomaly may be flagged.

The quantitative analysis relies on the philosophy that a relative change between the
two types of members in the CI matrix can reflect damage existence, and the extent of
the relative change or pattern deviation is associated with the severity level of damage.
The quantification of the deviation between an observed interrelationship and a predicted
interrelationship is made by Bayesian hypothesis testing of residuals via Bayes factor,
due to its readily interpretable linkage with the severity of anomaly. For the rth set of
damage-sensitive interrelationships (r = 1 . . . R), the residual between the current observed
interrelationship and the predicted inter-relationship is formulated as Equation (7).

εr = yVobs,r − ŷVprd,r (7)

where the subscripts obs and prd denote the observations and model predictions.
The Bayesian hypothesis testing is carried out on the mean of the residuals. If the mean

value is approximately zero, the deviation of the observations from the model predictions
is tolerable, representing a healthy state; otherwise, it indicates a damaged state. The ratio
of the likelihoods between one hypothesis and the opposite hypothesis is defined as the
Bayes factor [45–47]. The Bayes factor can be formulated as:

Br =
p(E|H1 : εr 6= 0)
p(E|H0 : εr = 0)

(8)

where H1 stands for the damaged hypothesis, H0 is the healthy hypothesis, and E denotes
the residual data. If the discrimination between the predicted baseline and the current
observation is within a tolerable range, the Bayesian factor is smaller than 1, implying a
health state. Otherwise, the damaged hypothesis is supported by the currently collected
data (Br > 1). The range of Br reflects the severity of discrimination. There are several
intervals for the Bayes factor to assess the significance of discrimination or anomaly severity:
1 < Br < 3 for “barely worth mentioning” damage, 3 < Br < 10 for “substantial” damage,
10 < Br < 30 for “strong” damage, and 30 < Br < 100 for a “very strong” damage. The
probability or confidence for the hypothesis testing of Gaussian residuals [48] is given as:

P(H1|E) =
BBr

1 + BBr
, P(H0|E) =

1
1 + BBr

(9)

where P stands for the probability or confidence, and B and Br are the previous and the
current Bayes factors obtained by Equation (8).

For the M covariance-based and the L amplitude-based damage-sensitive members
in the CI matrix V, there are M× L interrelationships between the two types of members.
Either the real part or the imaginary part of a member in the former type can be set as
the input of a reference model, and either of them of a member in the latter type can
be set as its output. Regarding the M × L models and the related assessment results, a
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dilemma in decision-making may happen. To solve this problem, a synthetic Bayes factor
is developed as:

Bs =
∑M

m=1 ∑L
l=1 BAmCl PAmCl(H1|E)

∑M
m=1 ∑L

l=1 PAmCl(H1|E)
(10)

where the subscript s represents the synthetic result, the subscripts C and A stand for the
covariance-based and the amplitude-based members respectively, and P is the probability
P divided by the 2-norm of model error of the reference model. The synthetic probability
of damage (confidence) can be formulated as Equation (11) by using the same weights as
those in Equation (10).

Ps =
∑M

l=1 ∑N
l=1 PAmCn(H1|E)PAmCn(H1|E)
∑M

l=1 ∑N
l=1 PAmCn(H1|E)

(11)

3. Case Study

To validate the proposed method, a case study with three testing scenarios is performed
using the monitoring data of an in-service railway turnout (Figure 2). A pair of PZT (Lead
Zirconate Titanate) sensor arrays are installed symmetrically on the feet of two rails near
the turnout ends. Monitoring data are collected from the turnout when it is healthy and
becomes damaged, upon the passage of trains with different types, axle loadings, and
speeds. For diminishing the influence of interference factors, the relative change between
two members of the CI matrix is exploited for damage detection, rather than using the
traditional approaches that compare a historical index (an index built with data acquired
in a historically healthy state) with a current index (the same index built with new data
acquired in an unknown state). The method formulated in Section 2 is conducted in this
section. Wavelet packet analysis is carried out to obtain time-frequency components and
construct the CI matrix. A typical response segment and four components after wavelet
packet analysis are illustrated in Figure 3. The four components corresponding to 37.5–75.5,
75.5–112.5, 112.5–150, and 150–187.5 kHz are extracted for exploring the interrelationships
between the covariance-based members and amplitude-based members of the CI matrix.
They are called covariance-based member 1–member 4 and amplitude-based member
1–member 4 in accordance with the four frequency bands. As the members are complex-
valued, the real parts are used to establish reference models of the interrelationships. As
the procedure for anomaly identification using the proposed method is the same for the
modeling and anomaly quantification of all interrelationships, detailed discussions are
provided regarding some typical interrelationships.
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In the first scenario, model training is carried out and a large group of monitoring data
acquired from a healthy turnout are employed to build the historical CI matrix. To explore
the interrelationships latent in the CI matrix, two reference models of the interrelationships
are constructed, including the model with the real part of covariance-based member 1 and
that of amplitude-based member 2 as its input and output, and the model with the real
part of covariance-based member 4 and that of amplitude-based member 2 as its input
and output. The observed and predicted patterns of the interrelationships from the real
part of covariance-based member 1 to that of amplitude-based member 2 are depicted
in Figure 4a. The observed and predicted patterns of the interrelationships from the real
part of covariance-based member 4 to that of amplitude-based member 2 are illustrated
in Figure 4b. In Figure 4a,b, historical patterns (blue lines) are highly accordant with the
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predicted patterns (orange lines), verifying the reference models. It is also found that the
two interrelationships possess reticular patterns largely located in the upper-half plane.
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Figure 4. The comparison between observed and predicted historical patterns for model validation
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In the second scenario, a small group of monitoring data are imported for building
a new CI matrix, and the real parts of covariance-based member 1 and member 4 are
respectively fed into the two reference models, yielding new predictions for the real part
of amplitude-based member 2. The observed and the predicted patterns are shown in
Figure 5 for comparison. Figure 5a displays the pattern comparison for the interrelationship
from covariance-based member 1 to the amplitude-based member 2. Figure 5b exhibits the
comparison between the observed and predicted patterns for the interrelationship from
covariance-based member 4 to the amplitude-based member 2. It can be seen that the
observed and the predicted patterns are still reticular in the upper-half plane. In addition,
the observed and predicted patterns in Figure 5a,b are almost entirely located inside the
historical patterns in Figure 4a,b. Slight deviations between the observed and the predicted
patterns are quantitatively assessed by the Bayes factor. The values of Bayes factor for
the differences between the blue and orange reticular patterns are respectively 0.1 and
0.6, with the probabilities of damage (confidences) being 1.1% and 5.3%. According to
Equations (10) and (11), the synthetic Bayes factor is computed as 0.3, with the synthetic
probability (confidence) being 2.9%. The pair of synthetic results, namely the synthetic
Bayes factor and synthetic probability, favor the hypothesis of “healthy state”. This situation
is accordant with the actual rail condition of the turnout. This new dataset is incorporated
into the database for updating the historical CI matrix.
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“damaged state” and the condition is identified as strongly damaged. Meanwhile, it is 
found that a deep crack occurs in the rail head of the turnout tip. The identified condition 
agrees very well with the real condition of the turnout rail. 
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Figure 5. The comparison between observed and predicted new patterns for anomaly detection (the
second scenario). (a) The relationship between covariance-based member 1 and amplitude-based
member 2 in the new CI matrix. (b) The relationship between covariance-based member 4 and
amplitude-based member 2 in the new CI matrix.

In the third scenario, another group of new data is imported to build the current CI
matrix and predict the current health condition by using the two updated models. Based
on the same procedure as that in the second scenario, the real parts of covariance-based
member 1 and member 4 in the current CI matrix are fed into the two models, generating
current predictions for real part of amplitude-based member 2. The observed and the
predicted patterns are shown in Figure 6 for comparison. As illustrated in Figure 6a,b,
significant deviations between the currently observed and predicted patterns are witnessed;
the two observed patterns (blue lines) hold reticular patterns, but these patterns are located
mainly in the lower half-plane. The values of the Bayes factor for the deviations in the
two patterns are respectively 10.5 and 40.4, with the probabilities of damage (confidences)
being 50.9% and 78.6%. According to Equations (10) and (11), the synthetic Bayes factor
is computed as 26.2, with the synthetic probability of damage (confidence) being 65.4%.
The synthetic factor and probability advocate the hypothesis of “damaged state” and the
condition is identified as strongly damaged. Meanwhile, it is found that a deep crack occurs
in the rail head of the turnout tip. The identified condition agrees very well with the real
condition of the turnout rail.
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4. Discussions

After model training and validation conducted in the first scenario, the quantitative
assessment results in the second and third scenarios with different conditions of the turnout
rail are summarized in Table 1. These results correspond to Figures 5 and 6 respectively,
in the second and third scenarios and they are consistent with the real conditions of the
railway turnout, verifying the effectiveness of the proposed method. Compared with other
machining learning methods, the Bayesian method combining sparse Bayesian regression
and Bayes factor evaluates the turnout structural condition in a probabilistic manner, rather
than providing a deterministic result. In addition, different from traditional approaches
that compare a historical index with a current index, this study exploits the concealed
interrelationships between different types of members in the current CI matrix. This helps
to avoid the false positives in the traditional approaches which are induced by the normal
change in an index accompanied with the structural evolution and the variation in the
influential factors.

Table 1. Bayes factors and probabilities of damage (confidences).

Bayes Factor (Probability
of Damage) for the
Interrelationship 1

Bayes Factor (Probability
of Damage) for the
Interrelationship 2

Synthetic Bayes
Factor (Synthetic
Probability)

Scenario 2 0.1 (1.1%) 0.6 (5.3%) 0.3 (2.9%)

Scenario 3 10.5 (50.9%) 40.4 (78.6%) 26.2 (65.4%)

However, the probability of damage is not high because the number of monitoring
datasets in the damaged scenario is not enough for updating and enhancing the probabilistic
results. In addition, it is generally not allowed to deploy plenty of electric sensors in railway
engineering despite the high sensitivity of the installed sensors to acoustic emission waves.
Fiber optic sensors together with a high-speed interrogator are more suitable when more
sensors are desired for acquiring the waves.

5. Conclusions

A quantitative condition evaluation method for the crack-alike damage identification
of in-service turnout rails has been developed and validated in this study. It is composed
of three elements, including a covariance-based structural condition index that is built
with time-frequency components of responses for taking advantage of acoustic emission
waves induced by crack initiation and progression, a series of baseline patterns described
by Bayesian models and reflecting the interrelationships between two types of members
in the CI matrix, and an assessment technique synthetically quantifying the deviations
between the baseline patterns and the observed patterns by using designed weights. A
case study with different testing scenarios was conducted with the use of monitoring
data acquired from an in-service turnout, for examining the performance of the proposed
method. It was found that the interrelationships between the two types of index members
exhibit reticular patterns, the predicted and observed patterns of the inter-relationships
are consistent with each other very well when the inputted new data are collected from
the turnout in healthy state, and great deviations occur in the predicted and observed
patterns when the inputted new data are acquired from the turnout in strongly damaged
state. The synthetic assessment results in the different testing scenarios are in accordance
with the real conditions of the turnout. These findings demonstrate the effectiveness of
the proposed method in identifying damage existence and severity. Both the severity
levels and probabilistic confidences are provided, yielding a more objective assessment
for the in-service structure under uncertain influential factors. As the proposed method
is formulated without the use of a physical model and the measurement of loadings,
it is potentially expandable to wider applications of various engineering structures for
crack-alike damage identification.
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