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Abstract: A power generating system should be able to generate and feed quality power to the loads
which are connected to it. This paper suggests a very efficient controlling technique, supported by an
effective optimization method, for the control of voltage and frequency of the electrical output of an
isolated wind power harnessing unit. The wind power unit is modelled using MATLAB/SIMULINK.
The Leaky least mean square algorithm with a step size is used by the proposed controller. The Least
Mean Square (LMS) algorithm is of adaptive type, which works on the online modification of the
weights. LMS algorithm tunes the filter coefficients such that the mean square value of the error
is the least. This avoids the use of a low pass filter to clean the voltage and current signals which
makes the algorithm simpler. An adaptive algorithm which is generally used in signal processing is
applied in power system applications and the process is further simplified by using optimization
techniques. That makes the proposed method very unique. Normalized LMS algorithm suffers from
drift problem. The Leaky factor is included to solve the drift in the parameters which is considered
as a disadvantage in the normalized LMS algorithm. The selection of suitable values of leaky factor
and the step size will help in improving the speed of convergence, reducing the steady-state error
and improving the stability of the system. In this study, the leaky factor, step size and controller
gains are optimized by using optimization techniques. The optimization has made the process of
controller tuning very easy, which otherwise was carried out by the trial-and-error method. Different
techniques were used for the optimization and on result comparison, the Antlion algorithm is found
to be the most effective. The controller efficiency is tested for loads that are linear and nonlinear and
for varying wind speeds. It is found that the controller is very efficient in maintaining the system
parameters under normal and faulty conditions. The simulated results are validated experimentally
by using dSpace 1104. The laboratory results further confirm the efficiency of the proposed controller.

Keywords: wind energy generating unit; antlion optimization; leaky least mean square algorithm;
battery energy storage

1. Introduction

The harnessing of wind power is a global need. The wind energy conversion industries
have grown enormously in the recent past. Among the various renewable energy sources,
wind power generating stations are found to be more advantageous with their eco-friendly
nature, less amount carbon emissions and its cost-effectiveness.

World Energy council, in its report on ‘World Energy Scenarios Composing energy
futures to 2050’, it is mentioned that the global energy demand will rise by 150%, to
53.6 billion MWh by 2050. IRENA-2018, in its report on ‘Global Energy Transformation-A
Roadmap to 2050’, the emphasis is made on the increasing role of wind energy sector.
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According to the report, onshore and offshore wind would generate more than one-third
(35%) of total electricity needs, becoming the prominent generation source by 2050.

The RECAI, based on the renewable energy investment and deployment opportunities,
has placed India 4th in its index, whereas China, USA and France are ranked in the
first three positions. The capital costs for wind energy harnessing are reducing with the
development of technology, enabling all countries to invest in this area. This also helps the
countries to expand their present capacity. According to the data of Indian Union Ministry
of New and Renewable Energy (MNRE), the total installed renewable energy capacity in
India has surpassed 90 GW as on 30 November 2020. The wind power segment is rated to
add an additional 3000 MW with its capacity in the next fiscal.

In a wind power harnessing system, the energy of the wind is becoming converted to
mechanical power and then this mechanical power is converted to electricity. It is a wind
turbine that transforms the kinetic energy in the wind into mechanical energy. Gear train
couples the wind turbine to a generator which converts the mechanical energy into electrical
energy. The system is associated with a controller mainly to mitigate the disturbances
during the loading of the generator and to maintain the system parameters in the limit.
The wind energy conversion unit operation can have two approaches: The grid-connected
approach helps to increase the capacity of the grid by supplementing the real power to the
grid as per its demand. Standalone mode serves as an alternate source of energy in isolated
places where it is not practical to extend the grid due to economic reasons.

There are many control technologies that are being used in the control of power flow in
grid-connected or independent renewable energy sources. These control technologies help
a power system that works on the renewable energy source to mitigate the harmonics and
to avoid power fluctuations. These support the generating units to work more efficiently
and make them more reliable. The control techniques can be of the conventional type or
can be adaptive in nature. An adaptive algorithm adapts itself to changes that happen at
the time of its run. It is based on the weight updation of the electrical signals and the error
minimization. The least mean square algorithm became the most popular among adaptive
algorithms, thanks to its ease of application and analysis. It was introduced mainly to
simplify gradient vector calculations. The simplicity that it offers in the computation and
the unbiased convergence to the optimum solution has made it very popular. Different
versions of the Least Mean Square (LMS) algorithm are available. The literature survey
shows that this method is predominantly used in signal processing to nullify the effect of
the noise signals and to filter out the noises from the signals. Many noise signals which
cannot be removed using traditional filters are easily removed by using this adaptive
algorithm. It is found that the normalized LMS algorithm creates the drifting problem.
Drifting is a situation where the weight updation in LMS goes unbounded, as a result of
inadequate input values. A leaky factor that is introduced, solves the problem. A variable-
weight, variable step, least mean square algorithm is an improved version, which helps to
improve the convergence rate of the algorithm. By adjusting the values of the leaky factor
and the step size, the convergence rate can be improved.

Many articles were reviewed in this work. The design, control, performance and
testing of electrical generators are explained in [1]. The sources and effects of harmonics,
measurement, analysis and compensation of the same and the recommended practices of
the utilities in dealing with the same, are dealt in the reference [2]. The LMS algorithm
is applied by many researchers in different applications. The general nature of the LMS
algorithm with its derivation and advantages are given in [3]. Study and implementation
of seventeen of the best known LMS algorithms and their comparison on the practical
aspects based on the study is carried out in [4]. The LMS algorithm is applied to an isolated
hydropower station for the regulation of voltage and frequency, then a leaky factor is
introduced and a further modified version is used to control the behavior of a Synchronous
Reluctance Generator and in active noise control [5–9]. A new model is introduced to tackle
the issue of the low convergence rate of the leaky algorithm [10]. In this model, the sum of
exponentials of the error with a leakage factor is used as the objective function. Different
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traditional and adaptive and Artificial Neural Network (ANN) based control techniques
are reviewed [11,12]. Implementations of different versions of adaptive algorithms in
different filters for power quality improvement are proposed in [13–16]. A comparative
study on hybrid Machine Learning methods which are used to classify the power quality
disturbances is carried out in [17]. A controller for extracting maximum power from the
wind energy converting system is given in [18]. The reasons for the reduction in power
system stability when renewable energy sources with power electronic converters are
integrated with the grid and its effect on the flexibility of the power system, challenges
and opportunities and the need for detailed stability studies to be carried out, to have a
stable grid system in the future are reviewed [19–22]. Control of hybrid energy systems is
discussed [23,24]. Different control techniques for filters for power quality improvement
are studied and analyzed [25–29]. A wind power generating unit using ANN control
used for a PMSG is proposed in [30]. Stability, Reactive power management, Reliability
and Quality while integrating wind power systems to the Grid are discussed in [31–35].
Reference [36] defines and proposes measures to illustrate the variations of powers and
power flows. It also presents methods to improve energy quality and highlights research
directions on energy quality.

The reviewed literature in the LMS algorithm have not mentioned any method to
determine the value of the leaky factor and is assumed to be calculated through trial-and-
error methods. Reference [4] reviews different complex methods for the calculation of step
size for different applications.

This paper uses optimization techniques to find the values of the step-size, leaky
factor and the controller gains which avoid the lengthy process of experimenting with
different numbers. Here three different optimization techniques are used and the results are
compared. Particle Optimization algorithm, Whale Optimization and Antlion Optimization
are techniques that are widely used for various applications. Here, these methods are
implemented to find the controller gains, leaky factor and step size. From the comparison
of the results obtained, the Antlion optimization technique is found to be the most efficient
in minimizing the frequency error and the terminal voltage error and for maintaining
constant values of voltage and frequency, and in retaining the best stability for the system.

2. Wind Energy Characteristics

The wind which is caused due to the uneven heating up of the surface of the earth
is captured by the wind turbines and becomes converted to electrical energy. The power
output delivered by the wind turbine depends on the wind speed and the turbine radius.
It is impractical, rather impossible, to convert all the wind energy which strikes the wind
turbine blade, to the output electrical energy, as the conversion of 100% input kinetic energy
means that the output wind has zero kinetic energy, which is not possible Thanks to the
development of technology, the efficiency of a wind turbine is improved to around 50%.

The turbine output varies with the speed of the turbine. The graph in Figure 1 is a
direct catch from the wind turbine characteristics from Simulink. This shows how the
turbine output varies with the speed of the turbine for different wind speeds. It also shows
the effect of pitch angle in the turbine output. Pitch angle is the angle at which the turbine
blade is aligned with respect to the plane of rotation, so that the generated power output is
maximum, at a particular wind speed. Figure 1a shows the turbine characteristics when
the pitch angle is zero. When the pitch angle is increased to 7◦, the power output decreases,
as shown in Figure 1b. Here, in the wind turbine under study, the maximum output is
generated with zero pitch angle.
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Figure 1. (a) Turbine output power Vs turbine speed when the pitch angle is zero-degree. (b) Tur-
bine output power Vs turbine speed when the pitch angle is 7 degrees. 

For low wind speeds, the generated output power is less. As the wind speed in-
creases, the generated power increases. Corresponding to a particular value of wind 
speed, there is a maximum power that can be generated by the turbine. After this point, a 
further increase in turbine speed will cause a decrease in the generated power.  

3. System Configuration 
The wind energy harnessing unit under study uses an asynchronous generator with 

four poles, having a rating of 7.5 kW, 415 V and 50 Hz. An excitation capacitor that is 
delta connected and having a reactive power capability of 8 kVAr supplies the reactive 
power required for magnetization. A controller is configured which produces the trig-
gering signals for the IGBTs which are the switching devices in the voltage source con-
verter. A Star—Delta transformer of 7.5 kVA, links the controller with the generating unit 
and the load. The star-delta transformer helps to reduce the rating of various components 

Figure 1. (a) Turbine output power Vs turbine speed when the pitch angle is zero-degree. (b) Turbine
output power Vs turbine speed when the pitch angle is 7 degrees.

For low wind speeds, the generated output power is less. As the wind speed increases,
the generated power increases. Corresponding to a particular value of wind speed, there is
a maximum power that can be generated by the turbine. After this point, a further increase
in turbine speed will cause a decrease in the generated power.

3. System Configuration

The wind energy harnessing unit under study uses an asynchronous generator with
four poles, having a rating of 7.5 kW, 415 V and 50 Hz. An excitation capacitor that is delta
connected and having a reactive power capability of 8 kVAr supplies the reactive power
required for magnetization. A controller is configured which produces the triggering
signals for the IGBTs which are the switching devices in the voltage source converter.
A Star—Delta transformer of 7.5 kVA, links the controller with the generating unit and
the load. The star-delta transformer helps to reduce the rating of various components of
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the controller and helps the battery energy storage system (BESS) to operate at a lower
voltage level.

The neutral terminal of the load is connected to the transformer neutral. Any distur-
bance in the balanced operation of the load produces a current which flows through the
neutral wire. The above arrangement provides a closed path for this unbalanced current
through the transformer neutral, which helps the source current not to become affected.
Thus, the source neutral current continues to be zero even during load unbalance because
of the transformer. The schematic of the Wind power unit is given in Figure 2.
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the load is more than the generated power, the battery releases the stored energy to 
support the generator. This helps to keep the frequency constant. The ripples in the 
battery current are removed by connecting an inductor in series. Any fluctuations in the 
load or the wind speed will normally have an effect on the source current which is not 
desirable. These irregularities are taken care of by the controller by providing the 
necessary compensating current to the induction generator from the inverter. The 
inverter switching devices work based on the gating signals generated according to the 
error between the current reference values and the actual values sensed. The reference 
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calculated in each phase and the average of it is combined with the frequency error signal 
to calculate the direct component of the reference current, whereas it is combined with 

Figure 2. Schematic diagram of the Wind Power Harnessing Unit under study. Vha, Vhb and Vhc: Source voltages (harnessed
voltages); Iha, Ihb, and Ihc: Source currents in phase a, phase b and phase c respectively; ILa, ILb, ILc: Load currents in
phase a, phase b and phase c respectively; Ica, Icb, Icc: Compensating currents, Ic: Current through the excitation capacitor,
Ib: Battery current; Vb: Battery voltage, Rin: Internal resistance of the battery, Cb: Battery Capacitance, Rb: Resistance of the
capacitor, Lf: Filtering inductor.

The battery energy storage system maintains a constant dc voltage at the bus and it
helps to compensate for the uncertain effects of variable wind speed and any change in
load. The BESS absorbs the excess amount of active power when the power handled by the
load is less than the generated power. In a similar way, when the power required at the
load is more than the generated power, the battery releases the stored energy to support
the generator. This helps to keep the frequency constant. The ripples in the battery current
are removed by connecting an inductor in series. Any fluctuations in the load or the wind
speed will normally have an effect on the source current which is not desirable. These
irregularities are taken care of by the controller by providing the necessary compensating
current to the induction generator from the inverter. The inverter switching devices work
based on the gating signals generated according to the error between the current reference
values and the actual values sensed. The reference signals are produced based on the
weight updation in the system. The weights are calculated in each phase and the average
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of it is combined with the frequency error signal to calculate the direct component of
the reference current, whereas it is combined with the error produced in the terminal
voltage, to produce the quadrature component of the reference current. This helps the PCC
voltage and frequency to stay within the allowed limits even when there are changes in the
consumer loads and also during the variation in wind speeds.

The dc-link potential is controlled by the battery voltage Vb. The value of Vb is related
to the line to line voltage VLL as per the given equation

Vb =
2√2 VLL√

3 m
(1)

where ‘m’ is the modulation Index and is assumed as 1. A delta-connected excitation
capacitor unit is connected to stream the reactive power required to generate the necessary
phase voltage by the induction generator. An AC inductor is connected mainly to reduce
the ripple.

4. The Control Technique

The control technique used is the least mean square which is the most popular in the
Adaline algorithms. LMS technique is a novel adaptive algorithm that is centered on the
method of steepest descent. This is an ANN-based technique that is found to be simple
and robust. LMS algorithm involves easy computations avoiding complexity involving
gradient calculations and matrix inversions. The algorithm performance is evaluated based
on its capability to retain the frequency and the terminal voltage during the normal and
also during the fault conditions. Many iterations are carried out to update the weight vector
so that the mean square error is the minimum. The weight updation is carried out on every
iteration based on which the controlling action is performed. A slightly modified version
of the LMS algorithm is used here which includes an optimized step-size and an optimized
value for the leaky factor in the determination of the weight. The Leakage factor is included
to solve the drift in the parameters which is considered as a disadvantage in the normalized
LMS algorithm. This drift is caused mainly due to the inadequate input sequence. This
causes instability as the algorithm produces unbounded output for a bounded input. The
leaky factor takes only a part of the weight to be appropriately added to find the new
weight which helps in mitigating the drifting problem.

The step size is an inherent characteristic of the LMS algorithm and should be carefully
chosen. A large value of step size is required for faster convergence, but it results in a large
error and loss of stability. On the other hand, small step size reduces the error, improves
the stability, but increases the convergence rate [4]. Thus, the value is selected such that it
makes a balance between the accuracy and the rate of convergence.

The flowchart which explains the controlling action through the Leaky LMS is given
in Figure 3. The components of the reference currents are produced based on the online
modification of the weights. The direct component of the reference current is calculated
taking the frequency error into account and the calculations for the quadrature component
are carried out taking the difference between the reference voltage and the terminal voltage
into account.
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4.1. Estimating the Direct Component of Reference Currents

The potential at PCC is calculated from voltages (Vha,Vhb and Vhc) as,

Vht =

√
2
3

(
V2

ha + V2
hb + V2

hc) (2)

uha, uhb and uhc are the unit vectors which are in phase with phase voltages Vha,Vhb
and Vhc.These are expressed as,

uha =
Vha
Vht

; uhb =
Vhb
Vht

; uhc =
Vhc
Vht

(3)

The frequency of the alternating current is measured as factual and compared with the
standard frequency fref and the error signal is duly modified with the Proportional Integral
(PI) controller gains to generate the output signal.

The error of the frequency controller at the pth sampling instant is

ferr(p) = fref − factual(p) (4)

At the pth sampling instant, the PI controller gives out an output which is given as,

W f(p ) = W f(p−1 ) + K p d{ f e r r (p ) − f e r r ( p − 1 ) } + Ki d fe r r (p) (5)
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Kpd is the gain of the proportional controller and Kid is the gain of the integral
controller.

In the direct component calculation, the weights of the load currents in each of the
three phases are estimated individually as,

Wad(p + 1) = βWad(p) + µ{iLa(p) − Wad(p). uad(p) }uad (p)
Wbd(p + 1) = βWbd(p) + µ{iLb(p) − Wbd(p). ubd(p)}ubd (p)
Wcd(p + 1) = βWcd(p) + µ{iLc(p)− Wcd(p). ucd(p) }ucd (p)

(6)

µ is known as the step size or the convergence factor. The convergence rate and
accuracy of estimation are decided by this value. The value of µ is selected such that it
makes a compromise between the accuracy and convergence rate. The observed practical
value of µ ranges between 0.05 and 0.5. β is the Leakage factor and its value is found to
work in the best way when its value is less than 1.

The mean of the total weight is integrated with the modified frequency error or loss
component of power, to acquire the modified weight.

The modified weight of the in-phase component of the reference is expressed as,

Wd(p) = Wf (p) + {W a d (p) + Wb d (p) + Wc d (p) } / 3 (7)

The direct component of the reference value of source currents are computed as,

ihad(ref)
= Wduad; ihbd(ref)

= Wdubd; ihcd(ref)
= Wducd (8)

4.2. Estimating the Reactive Power Component of Reference Currents

The unit vectors which are in quadrature with voltages Vha,Vhb and Vhc are derived
from the unit values uha, uhb and uhc as,

Wha =
−uhb√

3
+

uhc√
3

Whb =
√

3
2 uha +

uhb
2
√

3
− uhc

2
√

3

Whc =
−
√

3
2 uha +

uhb
2
√

3
− uhc

2
√

3

(9)

At every instant, the reference value of voltage is compared with the sensed value of
the terminal voltage. The error at the pth sampling instant is given as,

Vhte(p) = Vhtr −Vht(p) (10)

where Vhtr is the reference value of terminal voltage and Vht(p) is the value of the ac
voltages measured at the source terminals at the pth instant.

In the quadrature component calculation, the weights of the load currents in each of
the three phases are estimated individually as,

Waq
(

p + 1) =βWaq (p) + µ
{

iLa (p)−Waq (p).uaq
(

p)}uaq(p)
Wbq

(
p + 1) =βWbq (p) + µ

{
iLb (p)−Wbq (p).ubq

(
p)}ubq(p)

Wcq
(

p + 1) =βWcq (p) + µ
{

iLc (p)−Wcq (p).ucq
(

p)}ucq(p)
(11)

The modified weight of the quadrature component of the reference current is given by,

Wq(p) = Wv (p) +
{

Waq (p) + Wbq (p) + Wcq (p) } / 3 (12)

where Wv is the output of the PI controller which measures the error between the terminal
voltage and the standard value at the p th instant and is given by,

Wv (p) = Wv (p − 1) + Kp t {V h t e(p) − Vh t e(p−1) }+Ki t Vh t e(p) (13)
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The quadrature components of the reference currents are given by,

ihaq(ref)
= Wq uaq; ihbq(ref)

= Wq ubq; ihcq(ref)
= Wq ucq (14)

4.3. Estimating Reference Values of the Source Currents

The reference values of the harnessed currents are determined as:

iha(ref)
= ihad(ref)

+ihaq(ref)

ihb(ref)
= ihbd(ref)

+ihbq(ref)

ihc(ref)
= ihcd(ref)

+ihcq(ref)

(15)

The reference values of currents iha(ref)
, ihb(ref)

and ihc(ref)
are compared with the mea-

sured values of the currents iha, ihb and ihc and an error value is generated. Taking this
current error as input, the current controller produces the signals for the switching opera-
tion of IGBTs in the inverter.

5. Optimization Technique

There are many optimization techniques used for optimizing different parameter
values. In this paper, values of the variables are optimized using three dominant meta-
heuristic approaches—Particle Optimization algorithm (PSO), Whale Optimization (WOA)
and Ant Lion Optimization (ALO). Seyedali Mirjalili developed Antlion Algorithm and
Whale optimization algorithm. Particle swarm Optimization is introduced by Bruno
and Victor as a powerful tool for the solution of engineering problems. The evolution,
features and validation of these three techniques are clearly mentioned in [37–39]. Different
optimization methods for power quality and transient stability are discussed in [40–42].
The optimized values of controller gains, leaky factor and the step size are determined
by these techniques. The values obtained are substituted and observed in the output
waveforms. The optimized values from ALO are found to be the most suitable and were
giving excellent output waveforms which are shown in the results.

Particle Swam Optimization (PSO) is one of the most robust population-based tech-
niques which is based on the intelligent movement of bird flocks. The basic concept of
PSO lies in accelerating each particle towards its self-best position and global-best position
obtained by it so far with a random weighted acceleration at each time step. The particle
should be initialized with random position and velocity vectors. Then it searches for
optima by updating generations. The fitness value is calculated in every iteration and
each particle is updated by its personal best (pBest) and the global best (gBest) values.
The particle updates its velocity and position in each iteration, based on the obtained
values. Its simplicity in implementation, freedom from derivatives and reduction in a
number of parameters have made it very popular and is considered an efficient global
search algorithm.

The Whales Optimization Algorithm (WOA) is also a nature-inspired algorithm. This
is a recently introduced one. It is based on the bubble-net hunting strategy of humpback
whales. In fact, the incredible nature of the spiraling of humpback whales has taught
scientists the ways to reduce the drag in the wind turbine blades. More study on the
hunting mechanism of these whales resulted in developing WOA. The mathematical
modelling is based on the shrinking encircling and spiral updating around the prey. The
position of the search agent around the possible solution is updated in every iteration.

The Ant Lion algorithm is based on the hunting mechanism of antlions. Antlions
dig pits to trap the ants. The ants which have a random walk around the pit become
entrapped inside. The position and the fitness of the ants and the antlions are updated in
each iteration. Once the antlion catches the prey, its fitness will be assigned to the antlion.
This process continues till the best optimum value is obtained.

These three methods are proven to be very efficient in solving single as well as multi-
objective functions. These were applied to the LMS Simulink model for 2 purposes. The
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proportional and integral controller gains were found out by using these 3 techniques. In
addition, the same techniques were used to determine the values of the step size and the
leaky factor. The results show that the Antlion algorithm gives the best results in terms of
the convergence rates, the controller gains and the step-size and the leaky factor values.
Substitution of these values in the simulated circuit proved that the values obtained by the
Antlion optimizer work the best with this circuit.

5.1. Objective Function

The objective function is defined as a minimization problem for minimizing the
steady-state errors of frequency and terminal voltage.

Objective function F = w1 ∗ ITSE1 + w2 ∗ ITSE2 (16)

where,

ITSE 1 =
∫

t ferr(p)

2
dt (17)

ITSE 2 =
∫

t Vhte(p)

2
dt (18)

5.2. Constraints

0 < Kp1 < 5; 0 < Ki1 < 5 (19)

0 < Kp2 < 4; 0 < Ki2 < 4 (20)

6. Results and Discussion

Figures 4–6 show the results of the application of ALO, PSO and WOA to the circuit
to find the frequency and AC gains for the control algorithm which is used to stabilize the
system under study.
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From the graphs shown, it is very clear that PSO and WOA have difficulty in converg-
ing to the final value. However, the results of ALO show that the rate of convergence is
smooth and fast. The gains are becoming stabilized in the minimum number of iterations.
The values of the gains obtained from ALO, when substituted to the Simulink model gave
the best stability to the system during fault conditions and changes in the wind speeds.

The optimization techniques when used to find the step-size and leaky factor gave a
similar result. Figure 7 shows the results of the application of ALO, PSO and WOA to the
circuit to find the step size and the leakage factor for the control algorithm which is used
to stabilize the system under study. These values are directly substituted in the control
algorithm to acquire the output and the values obtained from ALO are found to be the
most suitable for the proposed controller.

The values are shown in the tabular form in Table 1 for the purpose of comparison.
The results show that the Antlion algorithm gives very good results in terms of

the convergence rates, the controller gains and the step-size and the leaky factor values.
Substitution of these values in the simulated circuit proved that the values obtained by the
Antlion optimizer work the best with this circuit to give the best stability to the system
during fault conditions and changes in the wind speeds.
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Table 1. P and I gain values, step-size and the Leaky factor as obtained from various optimization techniques.

Frequency PI Gains AC PI Gains Convergence of
Cost Function

Step-Size
µ

Leaky
Factor β

Suitability of the
Optimization AlgorithmAlgorithm Kp Ki Kp Ki

ALO 4.3173 2.7903 0.28459 1.0907 8272.9343 0.24979 0.36096 The Best suited for the
system

PSO 1.1388 −0.8312 2.8596 0.64372 1753.6756 1.7625 −0.8053 Not suitable

WOA 1.0055 0 0 0.7579 7757.8788 0.18243 0.1671 Not suitable
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7. Simulation Results

The Wind energy conversion unit is simulated using the Sim-Power System toolbox
in MATLAB/SIMULINK(2009a version, Mathworks, Natick, MA, USA). The unit uses an
induction generator for energy production. The harnessed voltage, source current, current
at the load terminal, terminal voltage Vt and frequency were studied with different types
of load conditions and wind speeds. The wind generator begins to develop an output
voltage at 0.3 s. The load is connected to the system at 0.35 s. The controller is connected at
0.5 s. The controller action is tested for different loading conditions—linear and nonlinear.
The controller is found working perfectly in regulating the voltage and frequency in the
negligible time period in both cases. The load was disconnected in one of the phases at 2.5 s,
creating an unbalance; then the same load was reconnected at 2.6 s. The controller action
was very quick to regain the balance of the circuit. The source currents were unaffected
during this time period due to the efficient operation of the controller in maintaining the
voltage and frequency of the circuit.

Figure 8 shows the characteristics of the source voltage, source current, load current,
controller current, terminal voltage, DC link voltage, battery current, frequency, neutral
line current of the generator and the load neutral current of the generator with linear loads
when the wind speed is constant.

The graphs show the variations in the above-mentioned quantities when the load is
removed in one phase at 2.5 s. It is found that the controller very effectively maintains the
source currents at a constant level, during normal and faulted load conditions. From the
graph, it is clear that the current in the battery is positive when the load was disconnected,
which indicates that the battery is charging. The extra power which was not used by
the disconnected load is absorbed by the battery. Thus, the battery helps to maintain the
voltage and frequency constant in case of any fault condition. The load unbalances cause
a neutral current to flow. Since the load neutral is connected to the transformer neutral
point, the current caused by the unbalance circulates in between the load neutral and the
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transformer neutral. The source neutral current is found to be unaffected and this happens
due to the presence of the Star-Delta Transformer.
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Figure 9 shows the characteristics of the source quantities and load quantities, con-
troller current, terminal voltage, DC link voltage, battery current, frequency, neutral line
current of the generator and the load neutral current of the generator with nonlinear loads
when the wind speed is constant.

Designs 2021, 5, x FOR PEER REVIEW 14 of 20 
 

 

 
Figure 9. Performance of the Wind power unit with nonlinear load at constant wind speed. 

Figure 10 shows voltage and current at the source side for a linear load, when the 
wind speed changes. Wind speed changes from 10 m/s to 13 m/s at 3.5 s. After a moment 
of instability, the system comes back to its normal operation. Frequency and the PCC 
voltage come to their standard value. When the wind speed increases, the reactive power 
absorbed by the system increases, which causes the terminal voltage to drop. The fre-
quency increases. The controller acts quickly to mitigate these variations. All the varia-
tions are suppressed and the stability is maintained by the controller. The terminal volt-
age and the frequency are brought back to their standard values very quickly by the 
controller. The battery current increases as the battery will try to absorb the extra power 
generated. The source neutral current remains zero, as the load neutral current completes 
its path through the transformer neutral. 

Figure 9. Performance of the Wind power unit with nonlinear load at constant wind speed.



Designs 2021, 5, 65 14 of 19

Figure 10 shows voltage and current at the source side for a linear load, when the
wind speed changes. Wind speed changes from 10 m/s to 13 m/s at 3.5 s. After a moment
of instability, the system comes back to its normal operation. Frequency and the PCC
voltage come to their standard value. When the wind speed increases, the reactive power
absorbed by the system increases, which causes the terminal voltage to drop. The frequency
increases. The controller acts quickly to mitigate these variations. All the variations are
suppressed and the stability is maintained by the controller. The terminal voltage and the
frequency are brought back to their standard values very quickly by the controller. The
battery current increases as the battery will try to absorb the extra power generated. The
source neutral current remains zero, as the load neutral current completes its path through
the transformer neutral.
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Figure 11 shows the effect of wind speed change in the operation of the wind power
unit when it supplies to a nonlinear load.

The Total Harmonic Distortion (THD) values of the voltage and current of source with
nonlinear load are shown in Figure 12a,b. THD values are plotted against the frequency
here. The total harmonic content in the source voltage is found to be 0.67%. For the source
current, THD is found to be 3.22%. These values are well within the range specified by
IEEE 519 standards. Figure 13a,b show the THD plotted against the harmonic order.
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8. Hardware Results

Figure 14a–f shows the experimental results of the proposed control algorithm as vali-
dated in the laboratory setup dSpace 1104. Figure 14a shows the source voltage and the source
currents in each phase under normal operation. Figure 14b shows the waveforms under a
disturbance. Phase a becomes disconnected whereas the other two phases are undisturbed.
Figure 14c displays the compensating currents in each phase during the load disconnection.
Figure 14d shows the source current, load current and compensating current during the load
disconnection. The compensating current adjusts itself such that the source current does not
become affected and it maintains the same waveform as under the normal operation. In
Figure 14e, the source current, load current and the load neutral current is included. The
changes in load neutral current during the load disconnection are shown. Figure 14f displays
the source neutral current, compensating current and the load neutral current along with the
voltage waveform. It is seen that the source neutral current is maintained zero even when the
load neutral current becomes disturbed, during the load disconnection.
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9. Conclusions

The study suggests the Leaky LMS algorithm as the controller for a standalone wind
energy unit. LMS algorithm works on the online modification of weight. It works on
finding the filter coefficients such that the least mean square value of the error signal is
produced, which avoids the use of a filter to squeeze out the harmonics. This makes the
system simpler and economical. An adaptive algorithm that is generally used in signal
processing is applied in power system applications and the process is further simplified by
using optimization techniques. That makes the proposed method very unique. Normalized
LMS algorithm suffers from drift problem. The leaky factor helps to avoid the drift problem
of the normal LMS algorithm and a convergence factor decides the rate of convergence
and stability. The selection of these factors is very important as the efficiency of the system
depends on these parameters. The proposed algorithm selects the parameters by adopting
optimization techniques. The optimization has made the process of controller tuning very
easy, which otherwise was carried out by the trial-and-error method. On comparing the
results obtained by different optimization techniques, it is found that the Antlion algorithm
works most effectively with this system. The controller efficiency is tested for loads that
are linear and nonlinear and for varying wind speeds. It is found that the controller is
very efficient in maintaining the system parameters under normal and faulty conditions.
An unbalance was created and the variation in system parameters during the period of
unbalance and after reconnecting the same are studied. The control algorithm is tested for
a change in wind speed also. The results show that the controller with LLMS in association
with the Antlion Optimization algorithm is very efficient and quick in maintaining the
stability of the system under normal operation when there is a fault, and even when there
is a change in wind speed. the Total Harmonic Distortion in source voltage and source
current are very well under the limits specified by the IEEE standards under all these
conditions. The simulated results are validated by doing the testing in a laboratory set up
by using dSpace 1104. The results verify the efficiency of the proposed controller algorithm.
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