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Abstract: Inhibition of return (IOR) refers to slower responses to targets presented at previously 

cued locations. Contrasting target discrimination performance over various eye movement 

conditions has shown the level of activation of the reflexive oculomotor system determines the 

nature of the effect. Notably, an inhibitory effect of a cue nearer to the input end of the processing 

continuum is observed when the reflexive oculomotor system is actively suppressed, and an 

inhibitory effect nearer the output end of the processing continuum is observed when the reflexive 

oculomotor system is actively engaged. Furthermore, these two forms of IOR interact differently 

with the Simon effect. Drift diffusion modeling has suggested that two parameters can theoretically 

account for the speed-accuracy tradeoff rendered by the output-based form of IOR: increased 

threshold and decreased trial noise. In Experiment 1, we demonstrate that the threshold parameter 

best accounts for the output-based form of IOR by measuring it with intermixed discrimination and 

localization targets. Experiment 2 employed the response-signal methodology and showed that the 

output-based form has no effect on the accrual of information about the target’s identity. These 

results converge with the response bias account for the output form of IOR. 
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1. Introduction 

In spatial cueing paradigms, responses are usually slower to targets at previously 

cued relative to uncued locations at cue-target onset asynchronies between 0.2 and 3 s 

[1,2] The finding is often referred to as inhibition of return (IOR; [3,4]) and it is thought to 

promote efficient visual search by discouraging re-inspection of previously processed 

stimulus locations [5,6]. 

Some studies show that the nature of IOR is different depending on whether eye 

movements are made. When eye movements are not made, slower responses are observed 

only when the target appears within the vicinity of the cue [7–10]. Because this effect 

depends on repeated stimulation of an input pathway, it is commonly described as 

attentional/perceptual [7] or, synonymously, as occurring nearer the input end of the 

information processing continuum [9]. When eye movements are made, responses toward 

the cued location are slower than responses away from it, even when responding to a 

centrally presented arrow [2,7,11]. Because this effect does not depend on repeated 

stimulation of an input pathway, it is commonly described as motoric/decisional [7] or, 

synonymously, as occurring nearer the output end of the information processing 

continuum [12]. 

Ivanoff, Klein and Lupianez [13] suggested two different effects of IOR (Figure 1). 

An inhibitory effect closer to the input end of the information processing continuum 

would be reflected by a rightward shift in the information accrual function for cued 
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relative to uncued targets (i.e., a genuine decrease in information processing efficiency at 

the cued location). An inhibitory effect closer to the output end of the information 

processing continuum would be reflected by a response bias or criterion shift (i.e., a 

greater evidential threshold for responding). Recent investigative work has focused on 

experimentally testing when and whether to expect these kinds of effects of IOR. 

For example, Chica, Taylor, Lupianez and Klein [14] administered a spatial cueing 

paradigm in which they manipulated, between subjects, whether a participant made an 

eye movement toward a spatially uninformative peripheral cue and back to fixation (pro-

saccade condition) or not (no-saccade condition). Shortly thereafter, participants had to 

discriminate the color of a target with a keypress response. Two qualitatively different 

patterns were obtained, each corresponding to the theoretical constructs posited by 

Ivanoff, Klein and Lupianez [13]. In the no-saccade condition, responding was slower and 

less accurate to targets at the cued location, suggesting an effect on input processes. In the 

pro-saccade condition, responding was slower but also more accurate at the cued location, 

suggesting an effect on output processes. 

Redden, Hilchey and Klein [15] extended Chica et al.’s findings [14] by replacing the 

no-saccade condition with an anti-saccade condition (i.e., an eye movement was to be 

made to the location opposite the cue). They did this to test the hypothesis from Klein and 

Hilchey [16]; see also [6] that the critical factor in determining the form of IOR is not 

whether eye movements are involved (i.e., [7]) but rather whether eye movements are 

permitted toward cues and targets in peripheral vision. Redden et al. replicated Chica et 

al.’s output-based IOR effect when eye movements were made to the cue. However, anti-

saccades to the cue led to input-based IOR effects. According to Klein and Hilchey, this 

dissociation occurred because it was necessary to suppress the reflexive oculomotor 

machinery in order to make anti-saccades (but not in order to make pro-saccades). They 

theorized that it is whether this machinery is in a tonically suppressed or active state that 

determines whether input- or output-based forms of IOR will be observed (see also [9,17]). 

 

Figure 1. Theoretical depiction of the two theories of IOR. All functions represent typical functions 

relating the improvement in the accuracy of performance as response time increases when 

participants are responding to targets that appear and are neither masked nor removed. If IOR 

causes a genuine deterioration in performance this would result in a rightward shift of the function 

(as shown by the red arrow) or a change in slope of the function (not depicted in this figure). 

Evidence for these results has been shown in studies where eye movements were prohibited [14]—

Exp 3A, [15]—Antisaccade condition, [18]. Another possible pattern, where participants 

demonstrate slower but more accurate responding (also referred to as a speed-accuracy trade-off or 
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criterion shift), has been shown when eye movements were made [14]—Exp 1B and 3B; [15]—

Prosaccade condition] or when participants were instructed not to make them but eye position was 

not monitored [19] and the eye movement system may not have been effectively suppressed (as 

shown by green and blue arrows). In this, and each subsequent figure, the arrows indicate the 

direction of the effect of the cue (e.g., from uncued to cued). 

Recently, drift diffusion modeling (e.g., [20]) has provided converging evidence that 

the input- and output-based forms of IOR arise from dissociable mechanisms. Diffusion 

models (e.g., [21,22]) assume a stochastic approach to evidence accumulation. There are a 

number of latent processes in the decision-making process (e.g., drift rate, thresholds, 

starting points), inherent in the model, which is estimated from observed performance 

measures (i.e., distribution of correct and incorrect RTs). Redden, MacInnes and Klein [23] 

applied diffusion modeling to the data from Redden, Hilchey and Klein [15] and found 

that the input-based form of IOR generated in the anti-saccade condition was best 

accounted for by a reduction in the drift rate parameter. The drift rate parameter 

represents the average slope at which information accrues toward the “Correct” response 

in a random walk model of a 2AFC, and thus a reduction of this slope would produce 

slower RTs (because the information is not accruing as fast) and less accurate responses 

overall (since reducing slope away from “Correct” necessitates it is more sloped toward 

“Incorrect”)—a pattern consistent with an effect on the quality of perceptual information 

processing. The output-based form of IOR generated in the pro-saccade condition was 

well fit by either (1) an increase in the response threshold parameter or (2) a reduction in 

the drift noise parameter. The response threshold parameter represents the distance 

between the start point and each of the two responses, or how far the random walk has to 

travel to reach one of the two response options. An increase in the threshold would result 

in slower RTs (because more information is needed) and more accurate responses overall 

(because more information results in greater accuracy). The drift noise parameter 

represents the magnitude of variability in the accrual of information as time progresses 

within a trial, representing the signal-to-noise ratio (SNR) within a trial. A reduction in 

drift noise would also result in slower RTs (because both signal and noise contribute to 

overall RT) and more accurate responses (because less noise is interfering with signal). 

Whereas an increased threshold account would be consistent with an output effect, it is 

ambiguous whether reducing drift noise would suit such a theoretical construct. The 

conceptualization of an output effect is explicit that there is a reluctance to respond as a 

consequence of the cue (change in threshold), not that the information at the cued location 

has been influenced (change in SNR). The main goal here is to resolve this ambiguity by 

determining experimentally which behavioral effect best characterizes output-based IOR 

(Experiment 1) and to help clarify the nature of this phenomenon (Experiment 2). 

2. Experiment 1 

In Experiment 1, we aimed to resolve this ambiguity by intermixing centrally 

presented arrow targets with the peripheral targets in Redden, Hilchey and Klein's [15] 

pro-saccade condition. The arrows at fixation pointed to the left or right and required left 

and right keypress responses, respectively. The peripheral targets appeared to the left or 

right of fixation and their shapes were discriminated with left and right keypress 

responses. All targets were preceded by a transient, spatially uninformative cue on the 

left or right side of fixation that called for a pro-saccade. In this design, we expect that 

discrimination responses will be slower but more accurate to cued as compared to uncued 

targets in peripheral vision, which is diagnostic of output-based IOR [14,15]. More 

importantly, the design provides two additional diagnostics useful for resolving the 

aforementioned ambiguity. 

The first diagnostic as to whether the response threshold or drift noise better accounts 

for output-based IOR concerns whether the arrow-elicited responses are affected by their 

compatibility with the cued location (e.g., left cue, left arrow response = compatible/cued; 
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left cue, right arrow response = incompatible/uncued). If IOR results from an increase in 

the response threshold toward the cued location, then arrow responses compatible with 

the cue location should be slower than arrow responses incompatible with it. If IOR results 

from a decrease in drift noise at the cued location, then responses to these arrows should 

be unaffected by the cueing, since there is no spatial overlap between the cues and central 

arrow targets. 

A second diagnostic is provided by the Simon effect [24], which refers to the 

observation that responses are faster and more accurate for effectors nearest the target. 

The Simon effect has long been thought to be the result of response conflict [25]. Ivanoff, 

Klein, and Lupiáñez [13] summarize the numerous ways in which various proposals for 

the mechanism underlying IOR might interact with the Simon effect. In a meta-analysis, 

they observed an interaction between IOR and the Simon effect such that the Simon was 

greater for targets at locations impacted by IOR (see also [26]). Wang, Fuentes, Vivas, and 

Chen [27] have also observed this interaction, noting that the neural activity in the 

precentral cortex (i.e., primary sensorimotor cortex) may be the source of the interaction 

between IOR and the Simon effect. As discussed earlier, the absence of eye monitoring 

(and not knowing whether the reflexive oculomotor system is in a continuously 

suppressed state) poses a problem for interpreting the locus (input, output, or both) of 

IOR. To put this in perspective, Redden, Hilchey and Klein [15—Supplementary 

Materials] demonstrated that the input and output forms of IOR have opposite 

interactions with the Simon effect, with input- and output forms increasing and 

decreasing Simon effects, respectively (Evaluation of the Simon effect is a convenient but 

incidental consequence of response mappings [‘z’ and ‘/’ keys] on the same spatial axis as 

target locations [left and right]). An enhancement of the Simon effect is consistent with an 

increased tendency toward the prepotent response when target signal quality is reduced, 

as concluded by Hilchey et al. [26] who found evidence that IOR delayed the processing 

of the task-irrelevant spatial stimulus-response information activated automatically by 

the target’s location more so than it delayed the processing of the non-spatial stimulus-

response information activated by the target’s task-relevant identity. In contrast, an 

attenuation of the Simon effect is precisely what would be expected if there were a 

reluctance to make responses compatible with the location of the cue, which would be 

consistent with an effect on response threshold, but not drift noise. 

2.1. .Method 

2.1.1. .Participants 

Twenty-four (one left-handed; five male) naive participants ranging in age from 17 

to 24 (M = 19.8) participated in the study in a 60 min session. Participants were 

compensated at a rate of either 1.0-course credits or $12 per hour. All participants were 

recruited from the undergraduate subject pool at Dalhousie University. Experimental 

protocols were approved by the Dalhousie University Research Ethics Board (protocol 

code 2014-3396, 04/11/2014). 

2.1.2. Apparatus and Procedure 

The experiment was run in a dimly lit room on a 19” CRT monitor. Gaze position 

was monitored continuously by EyeLink II head-mounted eye tracking equipment. Our 

stimuli and procedure (Figure 2) were identical to those in Redden, Hilchey and Klein [15] 

except for a single change: participants were presented with one of two target types on 

each trial—peripheral x/+ discrimination or central left/right arrow targets. 
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Figure 2. Methods figure depicting the time course of a trial. Duration of each subsequent event is 

depicted to the left of the image. Discrimination targets were counter-balanced for location (left or 

right placeholder) and identity (‘X’ or ‘+’). Localization targets were counter-balanced for direction 

(left or right pointing). The relative frequency of target type was manipulated between groups. This 

image is not to scale, so the relative size of features may be misrepresented. 

Trials began with the presentation of three black outline placeholder boxes [1.5 × 1.5 

degrees visual angle (DVA)] separated horizontally by 6.2 DVA on a grey background. 

The center box contained a black ‘+’ (0.5 DVA) as a fixation stimulus. Trials began with a 

drift correction that required the participant to fixate on the central stimulus and press the 

spacebar. If the participant was not fixating on the central stimulus, then a tone alerted 

them to refixate. Upon fixation, a circle subtending 0.9 DVA encircled the fixation 

stimulus and remained onscreen for the duration of the trial. Two hundred fifty 

milliseconds (ms) after the appearance of the circle, one of the lateral placeholder boxes 

was cued by filling in the empty space with grey. This stimulus lasted for 90 ms and did 

not predict the target location. Participants were required to generate a saccade to the cued 

placeholder box and back to the fixation stimulus. Trials on which inaccurate (>3.0 DVA 

from the target or center location) or early eye movements occurred (i.e., prior to cue 

onset) were terminated and recycled. After the successful eye movements, participants 

were instructed to maintain fixation for the duration of the trial. The target type was 

randomly selected on each trial. In discrimination trials, a target was presented in one of 

the lateral placeholder boxes (50% left, 50% right) 1000 ms after the onset of the cue. These 

targets were equally likely to be either an ‘X’ or a ‘+’ within a circle (1.3 DVA). Participants 

were required to identify the target by pressing either the ‘z’ or ‘/’ keys, respectively. 

Arrow targets (1.0 DVA) were presented in the central placeholder box pointing either left 

or right. These targets required a speeded response indicating the direction of the arrow 
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(‘Z’ for left; ‘/’ for right). All targets remained on the screen until response. Participants 

completed 32 practice trials, followed by 320 experimental trials. 

Experimental code, data, and analysis scripts for Experiments 1 and 2 can be found 

at https://osf.io/gz4ns/. 

2.2. Results 

Trials on which inaccurate eye movements occurred prior to target onset were 

excluded (0.9%). Based on visual inspection of the overall RT histograms, anticipatory 

target responses (<250 ms arrow: 0.1%; <300 ms discrimination: 0.2%) and slow target 

responses (>800 ms arrow: 3.5%; >1200 ms discrimination: 3.2%) were excluded from the 

analysis. After these exclusions, one participant was removed due to performance being 

close to chance in the discrimination task (Accuracy < 60%), leaving an N of 23 for analysis. 

Generalized linear mixed-effects models were used (GLMER—lme4 R package [28]) 

to examine the trial-by-trial relationship between predictor variables—Cueing and 

Simon—and the outcome variables—Reaction Time (gaussian function) and 

Correct/Incorrect (binomial logistic link function). The model did not converge when each 

predictor was treated as both a fixed and random effect; however, removing Simon as a 

random effect afforded convergence. The interaction model was run first, followed by the 

main effect model, with AICs computed via the drop1 method in the {stats} package. Effect 

sizes for parameter estimates are reported as bootstrapped 95% confidence intervals, 

generated via confint. 

2.2.1. Peripheral Discrimination Task 

 We performed the analysis on log(Correct RT), and reported effect estimates in log 

space. However, for ease of interpretation we plotted Correct RT. When examining 

Correct Reaction Time, participants were slower (13 ms) and more accurate (4.5%) when 

responding to cued peripheral discrimination targets (Figure 3). Moreover, as predicted, 

the Simon effect was reduced for Cued targets (24 ms) relative to Uncued targets (47 ms; 

Figure 4). There was evidence to support the two-way interaction, Cueing x Simon, b = 

0.029, CI95% = [−0.005, 0.060], as the model performed worse with the interaction term 

dropped (AIC = −971) than when the term was included (AIC = −973). 

 

Figure 3. Overall performance for discrimination targets plotted in speed-accuracy space. Error bars 

represent Fisher’s least significant difference. 
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Figure 4. Reaction time to discrimination targets split by Simon Compatibility (solid line = Simon 

Compatible; dashed line = Simon Incompatible). Performance to cued and uncued targets is 

represented on the x-axis. Error bars represent Fisher’s least significant difference. 

To evaluate the main effects, we contrasted the model with both main effect terms 

included (AIC = −971) with models where each term was dropped. The model performed 

worse (ΔAIC = +1) when dropping the main effect of Cueing (Cued = 740 ms, Uncued = 

728 ms), b = −0.018, CI95% = [−0.037, 0.001]. The model also performed worse (ΔAIC = +36) 

when dropping the main effect of Simon (Simon Compatible = 723 ms, Simon 

Incompatible = 759 ms), b = 0.047, CI95% = [0.033, 0.062]. 

When examining Proportion Correct, there was no evidence to support the two-way 

interaction, Cueing x Simon, b = −0.168, CI95% = [−0.567, 0.194], as the model performed 

better with the interaction term dropped (AIC = 3013) than when the term was included 

(AIC = 3014). 

To evaluate the main effects, we contrasted the model with both main effect terms 

included (AIC = 3013) with models where each term was dropped. The model performed 

worse (ΔAIC = +11) when dropping the main effect of Cueing (Cued = 84.5%, Uncued = 

79.7%), b = 0.422, CI95% = [0.182, 0.647]. The model also performed worse (ΔAIC = +92) 

when dropping the main effect of Simon (Simon Compatible = 87.9%, Simon Incompatible 

= 75.9%), b = 0.911, CI95% = [0.686, 1.137]. 

2.2.2. Central Arrow Task 

Accuracy was not analyzed due to so few errors recorded to these targets (Cued = 

98.2%, Uncued = 98.4%). Participants were slower (5 ms) to respond to cued central arrow 

targets (Figure 5). There was evidence to support the main effect of Cueing, b = −0.012, 

CI95% = [−0.028, 0.000], as the model performed worse with the effect term dropped (AIC 

= −2359) than when the term was included (AIC = −2360). 
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Figure 5. Reaction time to arrow targets. Performance to cued and uncued targets is represented on 

the x-axis. Error bars represent Fisher’s least significant difference. 

2.3. Discussion 

This experiment yields three basic findings with respect to the nature of IOR caused 

by a pro-saccade: (1) Participants showed slower and more accurate responses for cued 

discrimination targets, consistent with an output-based form of IOR that could be 

generated by an increase in either response threshold or drift rate noise. (2) Arrow 

responses in the direction compatible with the cue were slower than arrow responses in 

the direction incompatible with the cue, and (3) the Simon effect was reduced at cued 

locations. The latter two effects are unambiguously consistent with an effect of IOR on the 

response threshold. 

The main point here is that we have provided empirical support for one of the two 

tenable mechanisms underlying the output form of IOR, as proposed by a computational 

model for the two forms of IOR [23]. The findings do not rule out possible effects on the 

drift noise parameter, but they do ensure effects on the response threshold parameter. 

As a secondary point, it is worth noting that while meta-analysis of the literature 

reveals that the Simon effect is enhanced by IOR [13], it can also clearly be reduced by 

IOR, depending on the kind of IOR that is generated [15]. The result of the meta-analysis 

likely reflects an amalgam of different kinds of IOR from literature that, on balance, just 

happens to succeed more often at generating input-based forms. 

3. Experiment 2 

Experiment 1 provides converging evidence that output-based forms of IOR can 

affect response thresholds but there is still ambiguity about the exact nature of the effect. 

Namely, when the inhibition from the cue expresses itself as a speed-accuracy tradeoff 

(SAT), it is not possible to tell unambiguously whether the effect is a shift along one or to 

a different accrual function (see Figure 1—blue and green arrows). No such ambiguity 

exists when the inhibition from the cue is not expressed as a speed-accuracy tradeoff (SAT, 

see Figure 1—red arrow; e.g., [14,15,18,29]). SATs can be due to a criterion shift alone, with 

slower but more accurate responses to cued as compared to uncued targets on a single 

accrual function (Figure 1—green arrow), or due to a criterion shift plus a change in 
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performance, with slower but more accurate responses to cued as compared to uncued 

targets on separate accrual functions (Figure 1—blue arrow). 

The goal of Experiment 2 is to further clarify, the nature of the SAT elicited in 

Experiment 1, Chica et al. [14] and Redden, Hilchey and Klein [15] by way of the response 

signal methodology [26,29–31]. The response signal methodology has long been used to 

measure the ability of the observer to identify target features under varying time 

constraints. It generates functions in SAT space that represent accuracy as a function of 

response (or processing) time. 

If the effect of IOR generated by an eye movement to a peripheral cue is best 

represented by an increase in the threshold parameter, ergo it is operating purely on the 

output stages of information processing, then a performance from cued and uncued 

targets will belong to a single accrual function (representing the same accrual of 

information with shifts along the function as a result of IOR—Figure 1 green arrow). In 

contrast, if IOR in this paradigm generates a shift to a less efficient function, then our 

proposal would be wrong and we would need to revise our thinking. Moreover, if the 

response-signal methodology allows for complete control over the speed of responding, 

no performance difference will be observed across cueing conditions. If there is some 

concomitant inhibitory effect on inputs, then the accrual function for cued (inhibited) 

targets will be shifted to the right (Figure 1—dashed blue arrow). 

3.1. Method 

3.1.1. Participants 

Eleven naive participants ranging in age from 19 to 32 participated in the study over 

five 60 min sessions, one of whom was excluded for an inordinately high rate of target 

fixations (70% of trials; all others < 18%). Participants were compensated at a rate of $12 

per session. All participants were recruited from the undergraduate subject pool at 

Dalhousie University. Experimental protocols were approved by the Dalhousie 

University Research Ethics Board. 

3.1.2. Apparatus and Procedure 

Our stimuli and procedure (Figure 6) were identical to those in Experiment 1 except 

for two changes: the response window method (described below) was added (i.e., 

responses were constrained to a predetermined experimental criterion), and participants 

were only presented with peripheral x/+ discrimination targets (i.e., arrow targets were 

removed). 
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Figure 6. Methods figure depictfing the time course of a trial. Duration of each subsequent event is 

depicted to the left of the image. Participants were required to execute their response within the 

response window indicated by a tone presented at a single TTOA in a given block. This image is not 

to scale, so the relative size of features may be misrepresented. 

Keypress responses were to be enacted after the onset of a tone. The target-tone onset 

asynchronies (TTOA) were 120, 240, 360, 480 or 600 ms and the response window was 210 

ms. The target remained present until a response was made or until the response window 

had closed. Feedback was given onscreen when anticipatory (“Too Early!”), late responses 

(“Miss!”) or untoward eye movements (“Inaccurate eye movement detected”) were made. 

TTOA was blocked within sessions and the order within a session was random. In each 

session, each participant completed five blocks of 80 trials, one for each TTOA, for a total 

of 400 trials per participant, per session. Across the five sessions, there were thus 2000 

trials (1000 cued and 1000 uncued) per participant. We are aware of four published 

experiments that used the response-signal method to explore the effect of IOR upon the 

accumulation of target-related information, with targets that remained visible until the 

response: Ivanoff and Klein ([29], Experiment 1: N = 10; #Trials/TTOA = 400 and 

Experiment 2: N = 13; #Trials/TTOA = 400); Zhao et al. ([31], Experiment 2: N = 10; 

#Trials/TTOA = 224); Hilchey et al. ([26], Experiment 3: N = 10; #Trials/TTOA = 400). All 

four of these found significant IOR effects. 

3.2. Results 

Session One was considered practice and was excluded from the analysis. Trials with 

inaccurate eye movements prior to target onset were excluded (7.1%). Analyses were 

performed on trials for which a response was recorded within the response window, 

resulting in the exclusion of 19.2% of trials. A paired samples t-test was conducted on the 
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number of responses falling outside the response window as a function of Cueing. These 

tests showed that there was no influence of cueing on the average frequency of early 

(Cued = 53, Uncued = 49; t(9) = 1.25, p = 0.24) or late (Cued = 82, Uncued = 83; t(9) = −0.33, 

p = 0.77) responses. Additionally, the inclusion of these trials in subsequent models 

changes no statistical patterns or conclusions. Trials for which an eye movement was 

recorded during target presentation were excluded (8.1%) 

Generalized linear mixed-effects models were used (GLMER—lme4 R package [28]) 

to examine the trial-by-trial relationship between predictor variables—Processing Time 

(Processing Time = Time from Tone to Response + TTOA), and Cueing—and the outcome 

variable—Correct/Incorrect (binomial logistic link function). The model did not converge 

when each predictor was treated as both a fixed and random effect, however removing 

Processing Time as a random effect afforded convergence. The interaction model was run 

first, followed by the main effect model, with AICs computed via the drop1 method in the 

{stats} package. Effect sizes for parameter estimates are reported as bootstrapped 95% 

confidence intervals, generated via confint. 

There was little evidence to support the two-way interaction (Figure 7), Processing 

Time x Cueing, b = 0.0007, CI95% = [0.0000, 0.0013], as the model performed only slightly 

worse with the interaction term dropped (AIC = 12,773) than when the term was included 

(AIC = 12,771). 

 

Figure 7. Information processing functions for cued (solid; circles) and uncued (dashed; triangles) 

performance. Processing time was calculated as the sum of the mean tone RT within a TTOA plus 

the TTOA. Grey shaded area reflects the 95% confidence interval for the fit of each cueing condition. 

Points represent the mean Processing Time and Proportion Correct for each Cueing condition for 

each of the five TTOAs. 
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To evaluate the main effects, we contrasted the model with both main effect terms 

included (AIC = 12,773) with models where each term was dropped. The model performed 

substantially worse (ΔAIC = +1750) when dropping the main effect of Processing Time, b 

= 0.0064, CI95% = [0.0060, 0.0067]. Model performance was only slightly worse (ΔAIC = +1) 

when dropping the main effect of Cueing, b = 0.084, CI95% = [−0.0063, 0.164]. 

3.3. Discussion 

These results suggest that input processing at cued and uncued locations is quite 

similar, with the proportion of correct discrimination responses being accounted for by a 

single information accrual function. This result would be expected if output-IOR were 

expressed purely as a criterion shift or post-perceptual effect. Further, since the same overt 

response was required at the same time to the same cue as in Experiment 1, the lack of a 

statistical cueing effect cannot be taken easily to suggest that there was no inhibitory 

consequence of the cue (i.e., IOR). That is, without the response signal methodology, these 

procedures robustly reveal that responses are slower when the target location is cued as 

compared to uncued. This pattern is qualitatively different from those reported by Ivanoff 

and Klein [29]. Eye movements to the cue were discouraged in their experiments, and they 

found IOR shifted the SAT function rightward (see [29]—Figure 5, see also [31]), consistent 

with the idea that IOR delayed the accrual of non-spatial (but task-relevant) information 

accrual (represented theoretically in the shift from black to red functions in the present 

Figure 1). 

4. General Discussion 

We have shown that when combining multiple measures of the output form of IOR 

in a single task (vis SAT pattern, arrow targets, relationship with the Simon effect), the 

effect is robust across the type of diagnostic. We observed inhibited performance for cued 

peripheral onset targets consistent with an SAT, inhibited performance for centrally 

presented arrows in the direction compatible with the cued location, and the attenuation 

of the Simon effect for cued targets. Each of these effects is consistent with the patterns 

predicted for a cue-elicited inhibitory mechanism that reduces the propensity to make 

responses in the cued direction. 

We have utilized the response-signal methodology as a method for investigating the 

time course of information processing dynamics in the aftermath of inhibitory cueing 

effects. This method has allowed us to determine how full information processing 

functions in a 2-AFC task are affected by IOR when generated by overt, prosaccadic 

orienting, and contrast these findings with prior studies utilizing this methodology to 

evaluate the effect of the input form of IOR. This reinforces the theory that the output form 

of IOR is not affecting the quality of information accrued at the cued location and 

converges with that theory’s proposal that the output form is essentially a response bias. 

We have assumed that the absence of a cueing effect in the SAT functions generated 

in E2 is because we generated the output form of IOR, which manifests as a speed-

accuracy tradeoff, in combination with such a tight control over response times by the 

response signal methodology that not even an RT delay was generated. The skeptical 

reader could simply assume instead that, for some reason, IOR was not generated at all in 

E2. We cannot rule out this possibility, however, we know from numerous studies 

[7,11,14,15,17,32,33] that IOR is generated following pro-saccades. Moreover, we know 

from Ivanoff and Klein [29], Hilchey et al. [26], and Zhao et al. [31] that IOR can be 

generated when the response signal methodology is used. Therefore, we are interpreting 

the superimposed functions from E2 as support for the SAT characterization of the output 

form of IOR (green line in Figure 1), but we recognize that not all readers will be convinced 

(leaving open the possibility of the blue line in Figure 1). 

When the present results are combined with the findings of the literature, it becomes 

clear that at least two qualitatively different mechanisms underlie IOR. Through the lens 

of drift-diffusion modeling, the two forms of IOR can definitely be captured by differences 
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in the drift rate (input form) and response threshold (output form) parameters. The 

parameter(s) that will best capture the nature of IOR depends critically on the activation 

state of the oculomotor machinery for reflexive eye movements. 

These findings provide converging evidence for the theory that the critical factor 

determining the type of IOR observed is the activation state of the reflexive oculomotor 

system. Furthermore, both forms of IOR show behavioral effects that would accomplish 

the novelty-seeking function attributed in the seminal papers by Posner and Cohen [1] 

and Posner et al. [2]—however, by altogether different mechanisms. The input form does 

so by decreasing the salience of recently attended inputs, whereas the output form does 

so by biasing orienting behaviors against previously attended locations. 

Author Contributions: Conceptualization, R.S.R., M.D.H., J.I., and R.M.K.; Data curation, R.S.R.; 

Formal analysis, R.S.R.; S.A. and J.I.; Funding acquisition, R.M.K.; Investigation, R.S.R., M.D.H. and 

S.A.; Methodology, R.S.R., M.D.H., and R.M.K.; Project administration, R.S.R., M.D.H. and R.M.K.; 

Resources, R.M.K.; Software, M.D.H.; Supervision, M.D.H., J.I. and R.M.K.; Visualization, R.S.R.; 

Writing – original draft, R.S.R., M.D.H., S.A., J.I. and R.M.K. All authors have read and agreed to 

the published version of the manuscript. 

Funding: The present work was supported by an NSERC Canada Graduate Scholarship and Killam 

Trust Doctoral Scholarship awarded to RSR, NSERC Discovery Grant to Raymond Klein (RGPIN-

2016-04979), and an NSERC Postdoctoral award to MDH. 

Institutional Review Board Statement: The study was conducted in accordance with the 

Declaration of Helsinki, and approved by the Institutional Review Board of Dalhousie University 

(protocol code 2014-3396, 04/11/2014). 

Informed Consent Statement: Informed consent was obtained from all subjects involved in the study. 

Data Availability Statement: Experimental code, data, and analysis scripts for Experiments 1 and 

2 can be found at https://osf.io/gz4ns/. 

Conflicts of Interest: The authors declare no conflict of interest. 

References 

1. Posner: M.I.; Cohen, Y. Components of visual orienting. In Attention and Performance X: Control of Language Processes; Bouma, 

H., Bouwhuis, D.G., Eds.; Erlbaum Ltd.: Hove, UK, 1984; pp. 531–556. 

2. Posner, M.I.; Rafal, R.D.; Choate, L.; Vaughan, J. Inhibition of return: Neural basis and function. Cogn. Neuropsychol. 1985, 2, 

211–228. https://doi.org/10.1080/02643298508252866. 

3. Klein, R.M. Inhibition of return. Trends Cogn. Sci. 2000, 4, 138–147. https://doi.org/10.1016/S1364-661301452-2. 

4. Lupiañez, J.; Klein, R.M.; Bartolomeo, P. Inhibition of return: Twenty years after. Cogn. Neuropsychol. 2006, 23, 1003–1014. 

https://doi.org/10.1080/02643290600588095. 

5. Wang, Z.; and Klein, R.M. Searching for inhibition of return in visual search: A review. Vision research, 2010, 50, 220–228. 

6. Klein, R.M.; Redden, R.S. Two “inhibitions of return” bias orienting differently. In Spatial Biases in Perception and Cognition; 

Cambridge University Press: Cambridge, UK, 2018; pp. 295–306. 

7. Taylor, T.L.; Klein, R.M. Visual and motor effects in inhibition of return. J. Exp. Psychol. Hum. Percept. Perform. 2000, 26, 1639–

1656. https://doi.org/10.1037/0096-1523.26.5.1639. 

8. Fischer, M.H.; Pratt, J.; Neggers, S.F. Inhibition of return and manual pointing movements. Percept. Psychophys. 2003, 65, 379–387. 

9. Hilchey, M.D.; Klein, R.M.; Satel, J. Returning to “inhibition of return” by dissociating long-term oculomotor ior from short-term 

sensory adaptation and other nonoculomotor “inhibitory” cueing effects. J. Exp. Psychol. Hum. Percept. Perform. 2014, 40, 1603–1616. 

10. Wang, B.; Hilchey, M.D.; Cao, X.; Wang, Z. The spatial distribution of inhibition of return revisited: No difference found between 

manual and saccadic responses. Neurosci. Lett. 2014, 578, 128–132. 

11. Rafal, R.; Egly, R.; Rhodes, D. Effects of inhibition of return on voluntary and visually guided saccades. Can. J. Exp. Psychol./Rev. 

Can. Psychol. Expérimentale 1994, 48, 284–300. https://doi.org/10.1037/1196-1961.48.2.284. 

12. Hilchey, M.D.; Klein, R.M.; Ivanoff, J. Perceptual and motor IOR: Components or flavors? Atten. Percept. Psychophys. 2012, 74, 

1416–1429. https://doi.org/10.3758/s13414-012-0332-x. 

13. Ivanoff, J.; Klein, R.M.; Lupiañez, J. Inhibition of return interacts with the Simon effect: An omnibus analysis and its 

implications. Percept. Psychophys. 2002, 64, 318–327. https://doi.org/10.3758/ BF03195794. 

14. Chica, A.B.; Taylor, T.L.; Lupiañez, Y.; Klein, R.M. Two mechanisms underlying inhibition of return. Exp. Brain Res. 2010, 201, 

25–35. https://doi.org/10.1007/s00221-009-2004-1. 

15. Redden, R.S.; Hilchey, M.D.; Klein, R.M. Peripheral stimuli generate different forms of inhibition of return when participants 

make prosaccades versus antisaccades to them. Atten. Percept. Psychophys. 2016, 78, 2283–2291. 



Vision 2023, 7, 25 14 of 14 
 

 

16. Klein, R.M.; Hilchey, M.D. Oculomotor inhibition of return. In The Oxford Handbook of Eye Movements; Liversedge, S., Gilchrist, 

I.D., Eds.; Oxford University Press: Oxford, UK, 2011; pp. 471–492. 

17. Hilchey, M.D.; Dohmen, D.; Crowder, N.A.; Klein, R.M. When is inhibition of return input-or output-based? It depends on how 

you look at it. Can. J. Exp. Psychol./Rev. Can. Psychol. Exp. 2016, 70, 325. 

18. Hilchey, M.D.; Hashish, M.; MacLean, G.H.; Ivanoff, J.; Satel, J.; Klein, R.M. On the role of eye movement monitoring and 

discouragement on inhibition of return in a go no-go task. Vis. Res. 2014, 96, 133–139. https://doi.org/10.1016/j.visres.2013.11.008. 

19. Ivanoff, J.; Klein, R.M. The presence of a nonresponding effector increases inhibition of return. Psychon. Bull. Rev. 2001, 8, 307–314. 

20. Ratcliff, R. The EZ diffusion method: Too EZ? Psychon. Bull. Rev. 2008, 15, 1218–1228. 

21. Ratcliff, R. A theory of memory retrieval. Psychol. Rev. 1978, 85, 59. 

22. Ratcliff, R.; Smith, P.L.; Brown, S.D.; McKoon, G. Diffusion decision model: Current issues and history. Trends Cogn. Sci. 2016, 

20, 260–281. 

23. Redden, R.S.; MacInnes, W.J.; Klein, R.M. Inhibition of return: An information processing theory of its natures and significance. 

Cortex 2021, 135, 30–48. 

24. Simon, J.R. Reactions toward the source of stimulation. J. Exp. Psychol. 1969, 81, 174. 

25. Lu, C.H.; Proctor, R.W. The influence of irrelevant location information on performance: A review of the Simon and spatial 

Stroop effects. Psychon. Bull. Rev. 1995, 2, 174–207. 

26. Hilchey, M.D.; Ivanoff, J.; Taylor, T.L.; Klein, R.M. Visualizing the temporal dynamics of spatial information processing 

responsible for the Simon effect and its amplification by inhibition of return. Acta Psychol. 2011, 136, 235–244. 

27. Wang, P.; Fuentes, L.J.; Vivas, A.B.; Chen, Q. Behavioral and neural interaction between spatial inhibition of return and the 

Simon effect. Front. Hum. Neurosci. 2013, 7, 572. 

28. Bates, D.; Maechler, M.; Bolker, B.; Walker, S. Fitting Linear Mixed-Effects Models Using lme4. Journal of Statistical Software, 

2015, 67, 1–48. 

29. Ivanoff, J.; Klein, R.M. Inhibition of return: Sensitivity and criterion as a function of response time. J. Exp. Psychol. Hum. Percept. 

Perform. 2006, 32, 908. 

30. Wickelgren, W. Speed–accuracy tradeoff and information processing dynamics. Acta Psychol. 1977, 41, 67–85. 

31. Zhao, Y.; Heinke, D.; Ivanoff, J.; Klein, R.M.; Humphreys, G.W. Two components in IOR: Evidence for response bias and 

perceptual processing delays using the SAT methodology. Atten. Percept. Psychophys. 2011, 73, 2143–2159. 

32. Vaughan, J. Saccades directed at previously attended locations in space. In Theoretical and Applied Aspects of Eye Movement 

Research; Gale, A.J., Johnson, C.W., Eds.; Elsevier: Amsterdam, The Netherlands, 1984; pp. 143–150. 

33. Lim, A.; Eng, V.; Janssen, S.M.; Satel, J. Sensory adaptation and inhibition of return: Dissociating multiple inhibitory cueing 

effects. Exp. Brain Res. 2018, 236, 1369–1382. 

Disclaimer/Publisher’s Note: The statements, opinions and data contained in all publications are solely those of the individual 

author(s) and contributor(s) and not of MDPI and/or the editor(s). MDPI and/or the editor(s) disclaim responsibility for any injury 

to people or property resulting from any ideas, methods, instructions or products referred to in the content. 

 


