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Abstract: Muography requires a detailed understanding of the absorption of muons in the material
situated between the muon source and the detector. A large-statistics (>3 billion event) Geant4
simulation was run to simulate the absorption of muons in different thicknesses of concrete layers
and to determine the effect of the material on the energies of muons that were not absorbed. The
Geant4 simulation included a simple detector placed directly behind the absorbing material. A Geant4
simulation was also run for the same detector for alpha sources with no absorbing material and
the results of this simulation were compared to the signals from the physical detector built in the
laboratory and measured using standard alpha sources. The large-statistics simulations using muons
of different energies were compared to the predictions of muon absorption from existing literature.
The results of the simulations were in good agreement with both the measured signals from the
laboratory as well as the predictions from the literature and the general method is found to be
well-suited for studies used for muography involving material layers of uniform thickness.

Keywords: muography; Geant4; simulation

1. Introduction

Muography is an imaging technique that utilizes the unique properties of subatomic
particles called muons passing through the material to achieve a 3D mapping of structures [1–5].
This is made possible by using the flux of cosmic-ray muons that are generated in our upper
atmosphere as the muon source. The relativistic speeds of cosmic-ray muons allow them to
traverse the atmosphere down to the surface of the earth, and their rate of absorption allows
them to travel through dense materials before being detected. The energies and trajectories of
the detected muons can then be used to create a density map of the structure of interest.

There are several methods available to detect the muons themselves. One of the
simplest of these methods uses the ionization of air molecules produced when the charged
muons pass through a volume of air in the presence of an electric field. The ionized air
molecules may then be attracted to the positively and negatively charged components of
the detector, and the resulting current can then be read out to give a measurement of the
rate of ionization [6].

In this paper, we describe a very simple ionization device that is both inexpensive
to construct and also capable of detecting muons in a narrow energy band that can itself
be predicted via simulation. We first describe a simulation of the ionization detector for
alpha particles, which was validated in the laboratory and for which the predicted and
measured detection capabilities were found to be in good agreement. We then describe an
extension of the validated simulation to muons and show that the detectors are capable,
in principle, of observing differences in thickness in layers of material placed above them.
These material layers absorb some of the energy of the incoming muons and thus change
the rate at which muons pass through the detectors in the energy range of peak sensitivity.
The results of this simulation are then compared to literature values for muon-stopping
power and found to be consistent with them. We also discuss the computing power needed
to run the simulation and compare a smaller-scale simulation of 6 million muons with
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a larger simulation of over 3 billion muons run on a cluster. The overall goal of the study is
to accurately simulate the absorption of muons in thin uniform materials using a simulation
that has been validated in the laboratory via alpha source measurements. It is hoped that
this study can be of use to the muography community as a potential source of additional
information regarding energy absorption in the material above the detectors.

2. Materials and Methods
2.1. Simulation and Detector Geometry

Although our project was primarily simulation-based, we used a detector design
that was simple enough that it could be easily constructed in the laboratory to make
validation measurements on standard sources which could be compared with the results of
the simulation. The validation measurements themselves are discussed in a later section.

Our simulation itself was performed in Geant4, which is short for Geometry and
Tracking 4. Geant4 is a Monte-Carlo C++ toolkit for designing detector geometries and
simulating particle interactions. It is a well-known software environment and, for fur-
ther details, the reader is encouraged to refer to the cited literature [7–9]. The physics
list that was applied to the simulation was G4EmLivermorePhysics, which is an exten-
sion of the G4EmStandardPhysics-option4 that includes additional information about
photon/electron interactions for energy ranges between 10 ev and 100 GeV [10]. In apply-
ing the list the default values for particle production and propagation energy cuts from
G4EmLivermorePhysics were used.

2.2. Geant4 Modeling of Detector with Alpha Particles

Our Geant4 simulation was performed with a detector whose geometry was simple
enough that it could be easily constructed and validated in the laboratory for standard
alpha sources. Although the overall aim is to detect muons, and there are obvious physical
differences between alphas and muons, alpha sources provided a test of our ionization
detection simulation, which was accessible in our laboratory for validation. The simulations
for the alpha sources were run on a desktop environment with CentOS 8, an open source
Linux distribution, as the operating system. The hardware components used were an Intel
quad-core processor at 4.0 GHz, 16 GB of GDDR4 RAM, and an Nvidia RTX 2060 GPU.

For our simulation, detector geometries identical to those used in the laboratory validation
were constructed. Two copper-clad PCB plates with dimensions 5 cm × 5 cm × 1 mm were
set in parallel with each other and then placed 1 cm apart. Four cylindrical nylon spacers were
placed in the corners of the plates, and an encompassing world volume of air surrounded
all of the detector geometries within it. A 3600 V/m electric field was also simulated in the
Geant4 program to represent the voltage supplied by batteries in the physical lab. Finally,
scoring classes were implemented to count how many secondaries were produced in the world
volume, how many reached either plate and deposited charge, and how long the primary
particle traveled before decaying or leaving the detector volume. The basic detector geometry
as rendered in Geant4 is shown in Figure 1.

The simulations were executed by choosing the primary particle to be detected; in this
case, an alpha particle, and then an energy value was assigned to that particle. The particles
were then emitted into the detector volume isometrically to represent an alpha source.
The simulation then modeled the primary particles interacting with the air molecules
by ionization, producing free secondary electrons. The simulated electric field running
from plate to plate then interacted with the charged particles by transporting them, using
fourth-order Runge–Kutta integration, to either the positive or negatively charged plate,
respectively. These charged secondaries were then scored and accumulated into histograms
managed by ROOT as a total charge deposited into each plate. To better increase the data
collection and performance aspects of the simulation, the program was compiled to run in
a multi-threaded configuration where the thread count is 8. This allowed for more efficient
execution times of the simulation as well as larger batches of runs, in the range of hundreds
of thousands, resulting in more statistically significant data sets.
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Figure 1. The detector geometry constructed in GEANT4.

For the simulation involving alpha particles, Geant4 was configured to simulate an
Americium-241 source radiating alpha particles in an isotropic distribution with an en-
ergy of 5.486 MeV. The alphas then ionized the air between the two plates, the secondary
electrons were then scored into the positively charged plate, and the positively charged sec-
ondaries were calculated based on the amount of electrons observed. This was performed
to simulate the physical lab detector’s expected response to ionization due to an alpha
source in the validation measurements described in a later section. The simulated tracks
of both the primary alphas and secondary electrons as rendered in Geant4 can be seen in
Figures 2–6.

Figure 2. Primary tracks from 100 simulated alpha particles traveling through the detector volume
from the source located at the center of a detector edge.
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Figure 3. Close-up of primary tracks from simulated alpha particles traveling through the detec-
tor volume.

Figure 4. Secondary electron tracks from a single simulated alpha particle traversing the air in the
interior of the detector and producing electrons via ionization. The effects of the electric field on the
secondary electrons are visible.
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Figure 5. Close-up of secondary electron tracks produced from simulated alpha particles ionizing the
air in the volume of the detector.

Figure 6. Close-up view of simulated primary and secondary tracks produced in Geant4 for alpha
sources in air in the absence of a detector.

A histogram of the number of simulated alpha events as a function of the number of
electrons deposited in the positive plate is shown in Figure 7 for a Geant4 simulation of
10,000 Am-241 alpha decay events. The histogram shows a wide variation in the number of
electron charges deposited in the positive plate. This large variation is due primarily to
the isotropic nature of the simulated alpha source with the number of secondary electrons
produced being strongly dependent on the angle at which the alpha enters the detector.
The maximum number of secondary electrons detected corresponds to the case where the
alpha is emitted parallel to the plates themselves and travels the full length of the detector
interior. The mean of 5124 electrons deposited per alpha in the Geant4 simulation is in
good agreement with our measurement of 5020 ± 450 electrons per alpha obtained with the
physical detector in the validation described in the following section.
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Figure 7. Simulated electron charge deposited in the positive plate for alpha particles. The deposited
charge is scored in Geant4 as a negative value in units of the electronic charge.

2.3. Experimental Validation with Alpha Particles

Our alpha simulation was run in parallel with laboratory validation tests on a detector
with the same geometry and applied voltage using standard alpha sources [11–13]. We
constructed detectors that were made of square pieces of copper-clad PCB separated at
their corners by nylon spacers to form pairs of parallel plates with the version used for
validation having the same dimensions as that in our simulation geometry. A voltage was
applied across the plates using a series of four 9-volt batteries and ambient air was used
as the gas in the interior. The detectors used in the validation measurements had a 1 cm
separation between the plates producing a uniform electric field of 3600 V/m in the detector
interior. Any ionization current produced by charged particles passing through the air in
the detector interior was collected on the plates and passed through a large resistor and
the voltage across the resistor was read out by a nanovoltmeter. Examples of the physical
detectors may be seen in Figures 8–10. The operating principle of the detectors was similar
to that used in a standard ionizing smoke detector [14].

Figure 8. Sample detectors of different sizes. A detector size of 5 cm × 5 cm × 1 cm was used in the
final version for both the laboratory tests and the Geant4 simulation.

Figure 9. Side view of a sample detector with a wire mesh added to the interior. The mesh was
removed in the final version used in both the laboratory tests and the Geant4 simulation.
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Figure 10. Resistors used for readout of the ionization current produced between the plates.

To validate the simulation’s prediction of the ability of the parallel-plate detectors
to observe ionization currents, 0.9 µCurie alpha-emitting Am-241 sources were placed at
the edge of the detector midway between the parallel plates. A constant electric field of
3600 V/m was applied between the plates. For each trial of the detector, 0, 1, 2, 3, and
4 sources were placed the at center of the detector edge, and the resulting ionization current
was recorded. In order to minimize statistical errors the ionization current measurements
were made with 150 trials per source. In running multiple trials, Lab View was used to
collect repeated voltage readings from the nanovoltmeter with the time between each
reading being fixed. The mean voltage for each trial with a specific number of sources was
used as the voltage for that data point and the standard deviation of the set of readings
for that data point was used as the statistical error. A set of trails was conducted using
both 15 MΩ of resistance and 20 MΩ of resistance between the plates. The results were
then plotted for multiple trials using the voltage differences between the reading on
the nanovoltmeter with the specific number of sources present and the reading on the
nanovoltmeter with no sources present.

The slope of the plot for the 15 MΩ resistor in millivolts per source is 0.473 ± 0.083, as
shown in Figure 11. To determine the number of electrons deposited in the positive plate
for each alpha particle, the slope of the graph in millivolts per source was converted to
secondaries per alpha. For the 15 MΩ resistor this corresponded to a current of 31.5 pA per
alpha source. As each alpha source has a strength of 0.9 microCuries this corresponded
to 6420 ± 1130 electrons detected per alpha. The slope of the plot for the 20 MΩ resistor
in millivolts per source is 0.466 ± 0.048 as shown in Figure 12. To determine the num-
ber of electrons deposited in the positive plate for each alpha particle, the slope of the
graph in millivolts per source was converted to secondaries per alpha. For the 20 MΩ
resistor, this corresponded to a current of 23.3 pA per alpha source which corresponded to
4750 ± 490 electrons detected per emitted alpha.

Figure 11. Voltage difference as a function of the number of sources for the 15 MΩ resistor.
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Figure 12. Voltage difference as a function of the number of sources for the 20 MΩ resistor.

A total of 150 trials were run for the 15 MOhm circuit, and another 150 trials were
run with the 20 MOhm circuit for a total of 300 measurement trials. For all 300 trials for
both circuits, the weighted mean of the number of electrons detected per alpha emitted
was found to be 5020 ± 450, which is consistent with the mean value of 5124 electrons per
alpha found in the simulation.

2.4. Geant4 Modeling of Detector with Muons

Once the Geant4 simulation geometry had been validated for alpha sources, the
incoming particles were modified in the code to simulate the detector’s response to cosmic
ray muons as the primary source. In general, alphas and muons have different physics
properties, but both are charged and capable of ionizing air molecules creating secondary
electrons that may be deposited in the detector. One important difference is that while
alphas deposit the majority of their energies in the volume of the detector, muons are much
more penetrating and mostly traverse the detector volume. Only in a very specific energy
range do the muons ionize an appreciable amount of air in the first few centimeters. For
this reason, the small detectors have such a specific energy range for detection, and this
range can be seen via simulation.

For simulations in which muon was the incoming particle, Geant4 was run in particle
gun mode to simulate cosmic ray muons originating from above. For this simulation, the
muons were given initial kinetic energies ranging from 1 eV to 1 GeV and were passed
through the entire length of the detector (5.0 cm) in order to see the maximum possible
current detected. The response of the detector was highly energy dependent with the
greatest ionization current observed for muons with vertical trajectories in an energy range
centered around 600 keV of kinetic energy. For these muons, an average of 2479 secondary
electrons were produced in Geant4 for every muon passing through the entire volume
of the detector. For muons below this energy range, insufficient energy was available to
ionize the air molecules and lead to electrons being deposited on the plates. For muons
above this energy range, very few ionizations were found to be produced and the muon
instead traversed the entire detector without depositing an appreciable amount of its energy
through ionization. The number of secondary electrons produced in Geant4 as a function
of muon kinetic energy can be seen in Figures 13 and 14.
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Figure 13. Number of secondary electrons produced in simulation as a function of energy (logarithmic
energy scale).

Figure 14. Number of secondary electrons produced in simulation as a function of energy (linear
energy scale).

Once the simulation had been tested on the basic detector geometry, layers of concrete
were added between the particle source and detector to investigate the effects of the mate-
rial on the energies of the muons and the subsequent change in the number of secondary
electrons and ionization currents seen in the simulated detector. For the portion of the sim-
ulation that involved large-statistics Geant4 runs including material, the entire simulation
was moved from a desktop to a Linux cluster as described in the following section.

2.5. Computing Environments for Muon Simulations

The Geant4 simulations were run initially on a desktop environment with CentOS,
a Linux distribution, as the OS. The desktop’s quad-core Intel processor and 16 GB of ram
proved useful for tuning the simulations, but because of the time required to run a large
statistics simulation, it was apparent that a more powerful system would be necessary for
that case. For our large-scale muon simulation, Geant4 was configured to run on a cluster
of 12 servers. This cluster contained 96 CPU cores and could provide over two orders of
magnitude greater statistics. The components of the cluster included 10 PowerEdge R410
dual quad-core processors for use as worker nodes of the system (each with 2 × 250 GB
of hard drive storage), 2 PowerEdge R710 dual quad-core processors for use as an NFS
gatekeeper and an interactive testing node (each with 2 × 250 GB of hard drive storage),
and a PowerVault MD1200 rack mount with 12 1 TB 7.2 K RPM hard drives, for a total
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storage of 18 TB. Configuring the cluster to run a large statistics Geant4 simulation required
setting up identical environments across all nodes via a CentOS command-line shell.

2.6. Muon Simulation Parameters

For the large-statistics simulations, seven different geometries were run, each one
having a layer of concrete of a specific thickness (0.1 cm, 0.2 cm, 0.3 cm, 0.4 cm, 0.5 cm,
1.0 cm, and 2.0 cm) situated between the muon source and the detector. Each simulation
consisted of 10,000 muons per event and an event at every 1000 eV step from 4,000,000 eV
to 50,000,000 eV. The total size of the simulation for all seven thicknesses of the concrete
layer across all muon energies was 3,220,000,000 total muons simulated and recorded. The
secondary tracks produced by a single muon in the large-scale simulation run as rendered
in Geant4 are shown in Figure 15.

Figure 15. Geant4 simulation of a single muon traversing the space in the detector including the
production of secondary electrons. The effects of the electric field on the secondary electrons are
visible as the asymmetry in the trajectories of the secondary tracks.

3. Results

The large-scale simulation was run in two stages. The first stage consisting of 6 million
events was run to ensure that the job-management system on the cluster was working
properly and that the results from the simulation run on the cluster nodes were consistent
with those run in the desktop environment. The second stage consisted of 3.22 billion events
and was run over a period of several months. For each muon in each run, the number of
secondary electrons produced in the simulation was recorded and plotted for each of the
seven thicknesses of concrete as a function of the initial muon kinetic energy. The random
number seed was set when the simulation was initialized for the first event of each run
and not reinitialized until the run was completed in order that no two muons in a single
run would produce identical outputs. Once the run was completed, the input parameters
(i.e., the initial energy) were changed; the maximum number of muons generated with
identical input parameters was 10,000. The results of the first and second stages of the
simulation are shown in Figure 16. In this figure, the top plot shows the number of
secondary electrons detected per muon for each run of 1000 muons which were generated
for every 10 keV of initial energy. The bottom plot shows the number of secondary electrons
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detected per muon for each run of 10,000 muons, which were generated for every 1 keV of
initial energy.
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Figure 16. Results from the first stage (top) and second stage (bottom) of the simulation for 6 million
muons and 3.22 billion muons, respectively, and the corresponding simulated secondary electrons
deposited in the detector plates. The geometry for the 0.1 cm concrete thickness was not run in the
higher statistics simulation.

These figures summarize the results from the simulation runs on the cluster and
the effect of the larger statistics can be seen by comparing the smoothness of the curves
between Figure 16 top and bottom. In these graphs, the y-axis represents the total number
of secondary electrons detected by the detector while the x-axis represents the muon’s initial
kinetic energy. The seven different colored lines plotted in the graphs are the simulations
run with varying concrete thicknesses. The primary trend shown by the graph is that as the
thickness of the material is increased, the incoming muon requires a higher initial kinetic
energy to penetrate the material and be detected, resulting in a measurable change in the
energy of the peak response of the detector.

Comparing the case of the 0.2 cm and 0.3 cm concrete layer thicknesses, the initial muon
kinetic energy, which corresponds to peak secondary electron production in the detector,
increases by a value of 1.865 MeV. For the case of the 0.3 and 0.4 cm layer thicknesses, this
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difference is found to be 1.574 MeV, and for the case of the 0.4 and 0.5 cm layer thicknesses,
the difference is found to be 1.414 MeV. These values are compared to the expected results
from the literature in the following discussion section.

4. Discussion

In order to make a comparison between the results of our Geant4 simulation and the
expected loss in muon energy from the literature, we used the report from Groom et al.
entitled “Muon Stopping Power and Range Tables 10 MeV–100 TeV” published in Atomic
and Nuclear Data Tables in 2001 [15]. Figure 17 shows one of the plots from that reference
which illustrates the muon stopping power as a function of momentum and βγ. The
muons that produce a peak signal in our detectors fall in the lower momentum portion
of the Bethe-Block region shown in Figure 17. As this region has a falling slope in terms
of stopping power vs. muon momentum we expect smaller amounts of energy loss per
millimeter of concrete as the thickness is increased, which is consistent with the results
shown in Figure 16.

Figure 17. Muon stopping power as a function of muon momentum [15].

Comparing the graphs from our simulations to the graphs from Groom et al. [15],
we can cross-check the accuracy of the results from Geant4. For the muons traversing
0.2 cm of concrete, we find a peak signal in our detector at 7.0 MeV of initial muon kinetic
energy. This energy corresponds to a γ of 1.066 and a β of 0.346 for a combined βγ of
0.369. This corresponds in Groom et al. to a muon momentum with an expected stopping
power of 8 MeV cm2/g, as can be seen in Figure 17. Given a concrete density in our Geant4
simulation of 2.3 g/cm3, this gives an energy loss of 1.84 MeV/mm, which is in good
agreement with the energy difference between our 0.2 cm and 0.3 cm concrete layers of
1.865 MeV.

For the muons traversing the 0.3 cm concrete layer, we find a peak detector signal in
our simulation for incoming kinetic energies of 8.9 MeV. This energy corresponds to a γ of
1.084 and a β of 0.386 for a combined βγ of 0.418. For this βγ, the reference gives a stopping
power of 6.5 MeV cm2/g corresponding to an energy difference between the 0.3 and 0.4 cm
layers of 1.495 MeV/mm, as compared to 1.574 MeV/mm from our simulation. As the
layers become thicker this simple comparison becomes less appropriate due to the effect
of the changing stopping power over the course of the muon traversing the concrete. For
the energy corresponding to the peak detector signal of 0.4 cm, for example, we find an
incoming kinetic energy of peak detection of 10.4 MeV, corresponding to a βγ of 0.455.
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For this value, the reference gives a stopping power of 5 MeV cm2/g corresponding to an
energy difference between the 0.4 cm and 0.5 cm layers of 1.15 MeV/mm as compared to
1.414 MeV/mm from our simulation. We conclude that for concrete layers with thicknesses
above 3–4 mm a single value cannot be accurately assigned to the muon stopping power.
The basic reason for this is that the muons at these energies are in the falling stopping
power portion of the Bethe-Bloch region below the point of minimum ionization as seen
in Figure 17. In this region, the stopping power decreases rapidly as the muons deposit
energy in the material, and the Geant4 simulation is preferable for a detailed analysis of
energy loss rather than the use of a single value for the stopping power. In our figures, we
have included the results for 1 cm and 2 cm layers of concrete in our simulation to illustrate
the effects of thicker concrete layers on the muon energy, including the broadening of the
peak detection energy curve.

Running our simulation at very high statistics (3.2 billion events) did not appreciably
change the results from the simulation run with 6 million events for the thin concrete layers
we modeled. In particular, the energies of peak detection remained the same to within
1 keV even with 500 times the number of events run, and we conclude that extremely high
statistics runs are not needed for this type of analysis, although they may be useful in more
complicated scenarios.
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