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#### Abstract

Engraulis ringens (E. ringens) is a small pelagic fish of which the geographic and bathymetric distribution is conditioned by fluctuations in oceanographic conditions at different time scales (daily, weekly, monthly, annually, supra-annually, and longer) and by fishing. Understanding the organism-environment interactions and predicting the spatial distribution of its schools can improve conservation actions and fishery management, along with the operation of the fleets targeting E. ringens. There is an important fishery of E. ringens in Northern Chile ( $18^{\circ} 21^{\prime} \mathrm{S}-26^{\circ} 00^{\prime} \mathrm{S}$ ), which provides about $80 \%$ of the purse seine catch. To identify and predict potential fishing grounds for E. ringens in this system, we implemented a predictive model of fishing grounds based on neural networks, which was trained with the georeferenced data of daily catches by industrial purse sein ships from 2003 to 2020 and information on oceanographic variables (sea surface temperature, salinity, depth of the mixed layer, sea height, and currents) obtained from the Copernicus Marine Enviroment Monitoring Service (CMEMS program). The neural network model had a very good performance ( $86 \%$ ). Longitude ( $23 \%$ ) was the most relevant variable for identifying potential fishing grounds, followed by the mixed layer depth ( $18 \%$ ), latitude ( $15 \%$ ), sea surface temperature ( $12 \%$ ), month $(12 \%$ ), sea height ( $9 \%$ ), salinity ( $9 \%$ ), and the zonal and meridional components of the current velocity ( $2 \%$ ). The neural network model classified correctly the majority of the areas with and without fishing potential; thus, its use is recommended to predict fishing grounds for $E$. ringens in the study area. Its application could increase by $88 \%$ of the probability of capture anchovy by the purse seine fleet of Northern Chile.
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## 1. Introduction

Engraulis ringens (anchovy) is a small pelagic fish of the Family Engraulidae. This species plays a key role in the Humboldt Current System (HCS), since it is the main prey of fish, mammals, and sea birds [1,2]. E. ringens inhabits the neritic-coastal zone, mostly in the first few miles from the coast; the majority of the catch is conducted within the first $10 \mathrm{~nm}[3,4]$. This species provides $75-80 \%$ of the annual catch of the purse seine fleet of Northern Chile ( $18^{\circ} 21^{\prime \prime} \mathrm{S}-27^{\circ} \mathrm{S}$ ) (Figure 1) [5]. In this system, E. ringens is targeted only by this fleet and gear, and it is managed using the total allowable catch (TAC) system. The artisanal fleet captures $15 \%$ of the TAC, while the industrial fleet, represented by the fishing
companies Corpesca S.A. and Camanchaca, captures $85 \%$ of the TAC [6]. Corpesca S.A. concentrates $70 \%$ of the industrial vessels and $80 \%$ of the industrial TAC $[7,8]$.


Figure 1. Stock of anchovy (Engraulis ringens (E. ringens)) distributed from Southern Peru to Northern Chile ( $16^{\circ}-27^{\circ}$ S). The right panel indicates the distribution of E. ringens in Northern Chile that is the study area covered by a neural network model applied to predict $E$. ringens fishing grounds.

The annual landings of the anchovy industrial purse seine fleet of Southern Peru and Northern Chile declined considerably (Figure 2) in the 1997-1998, 2002-2003, and 2015-2016 periods [5], coinciding with moderate to very strong El Niño Southern Oscillation (ENSO) events [9]. Since 2003, with the application of the Chilean administrative rule of Maximal Annual Catch per Ship Owner (MCSO) [10,11], the purse seine fleet of Northern Chile changed from an operation with high fishing effort to one in which fishing effort is regulated, due to the reduction in the capture quotas assigned to each ship owner [5].


Figure 2. Annual landings of the industrial fleet that operates over the anchovy stock shared by Southern Peru and Northern Chile. Data were obtained from [3].

Decreasing fishing effort and reducing operational costs of locating and capture of E. ringens requires optimizing/reducing fishing trips. An interesting alternative is to explore and identify potential fishing grounds (PFGs) of E. ringens, analogous to the study by Nammalwar et al. (2013) [12] for captures of Sardinela gibbosa and other species in North Tamil Nadu, India, and by [13] who used a neural network to determine PFGs of the squid Ommastrephes bartramii off the coast of Japan.

Artificial neural networks are inspired in the functioning of the human brain; they are capable of learning the response to a stimulus (entry data) by repetition (called training) and then predicting the answer using only entry data $[14,15]$. This kind of model may be implemented with few assumptions on the entry data, differing from conventional models, which makes them more adequate for identification of PFGs [14].

There have not yet been predictions of probable fishing grounds for E. ringens, or other marine species, in Northern Chile that allow better management of the fleet to reduce fishing effort and improve the yield. The objective of this study is to predict fishing grounds of $E$. ringens by implementing a neural network model (using information fishing days per industrial purse seine vessel in Northern Chile), which could help to reduce the operational costs of the fleet.

## 2. Materials and Methods

### 2.1. Fishery and Environmental Data

The georeferenced catch data of $E$. ringens per vessel and the daily trajectories of each ship were obtained from the database of the fishing company Corpesca S.A., which owns a fleet of 23 out of 33 vessels that comprise the industrial fleet in Northern Chile [7,8]. This database contains 1.5 million records for the 2003-2020 period, with a spatial resolution of $3 \times 3 \mathrm{~nm}^{2}$. For the period 2003-2020, there was not differences in terms of the resolution and quality of the data in the database. The data included date (day, month, and year), geographic position where the vessel operated (latitude and longitude), georeferenced capture, and vessel identification. Each $3 \times 3 \mathrm{~nm}^{2}$ cell was associated with a dichotomous variable to differentiate whether or not $E$. ringens was captured ( $0=$ no catch; $1=$ catch ), independently of the catch volume. The absence data were determined from the full trajectory of the fishing vessels, under the assumption that vessels were searching for schools throughout the entire fishing trip. Each cell was also associated with the following daily oceanographic variables: sea surface temperature, salinity, depth of the mixed layer, currents, and sea height, which were obtained from the Copernicus Marine Environment Monitoring Service [16] and especially the product of the Global Analysis Forecast Phy 001024 [17]. This source includes good-quality time series [18] produced using the NEMO physical model [19]. The study area ranged from $18^{\circ} \mathrm{S}$ to $26^{\circ} \mathrm{S}$ and from the coast to $73^{\circ} \mathrm{W}$.

### 2.2. A forecasting Model Based on Artificial Neural Network

Data processing was performed in the Python programming language, using Tensorflow version 2.8 [20] and the Keras library [21] to implement the neural network. We used the daily trajectories of each ship, catches of E. ringens (with or without catch), and oceanographic variables to train a multi-layer perceptron, which is one of the neural network architectures most used for practical applications [14,22]. Eighty percent of the 1.5 million records were randomly assigned to training the model; the other $20 \%$ were used to validate it. Input data were standardized using the StandardScaler of Sklearn [23]. The neural network architecture was found using Auto-Keras [24]. The best architecture found consists of an input layer of nine neurons corresponding to the dimension of the input data (nine predictor variables). Two hidden (intermediate) layers were used with 1024 and 512 neurons, respectively, both with ReLU activation function [25]. The output layer of the model has a neuron with Sigmoid activation function [25], and the output is a value ranging from 0 to 1 for each $3 \times 3 \mathrm{~nm}^{2}$ cell, which represents the catch probability in this cell. Since the case study corresponds to a binary classification, the loss function used was the BinaryCrossentropy [21]. We used Adam [26] as a neural network optimizer, with an
initial learning rate of 0.001 that was configured to decrease throughout the training using the ReduceLROnPlateau keras function [27]. To avoid overfitting the model, a stopping criterion was implemented using the EarlyStopping function of Keras [28]. To analyze the importance of the variables, we applied the method proposed by [29], which assumes that the variables in which the weights of the neurons have greater variance in the training are the most relevant for prediction. The result of applying this method is the percentage support for each variable in predicting fishing grounds.

### 2.3. Model Validation

According to [30,31], the metrics used to evaluate neural network are the area under the receiving curve (AUC), precision (probability of catch in areas predicted by the model as PFGs), specificity (proportion of areas where there was no catch that the model detected correctly), recall (proportion of the catch areas detected by the model), and the false omission rate (FOR; the probability of catch in areas the model predicted as not apt for fishing). The AUC measures the relation between the true positive rate (TPR) and the false positive rate (FPR) [32]; it is 0 if the prediction is always wrong and is 1 when predictions are perfect [33-35]. The cross-validation of the model was performed to check if the results were the same independently of the data selected for training and validation. We used 10 random partitions of the database, varying the training and validation data.

### 2.4. Model Application

For each year of the 2003-2020 period, we simulated the catch probability of the fleet in the potential and non-PFGs, training a model for each year with the catch data and oceanographic variables for all the other years. A $3 \times 3 \mathrm{~nm}^{2}$ cell was considered to be a PFG, if the probability determined by the model was greater than 0.5 . The probability of the annual catch was calculated as:

$$
\begin{equation*}
Y C P=T C / T V, \tag{1}
\end{equation*}
$$

where $Y C P$ is the catch probability for a year, $T C$ is the number of $3 \times 3 \mathrm{~nm}^{2}$ cells where E. ringens was caught, and $T V$ is the total areas visited by the fleet.

To validate the neural network model as a daily predictive tool, we chose the 36 days ( $10 \%$ of the total days in a year) with greatest total captures in the study period (authors' criterion). These 36 days were chosen only for graphic representation and to show examples of forecast maps of daily probabilities. This was used to generate a new model without using the information of the days selected for training, which was used to predict the probability of daily catch for each cell. Then, we mapped the probability of catch against the actual catches of the fleet.

## 3. Results

### 3.1. Performance of the Artificial Neural Network Forecasting Model

The AUCs were 0.848 for the model trained with $80 \%$ of the database and 0.86 for the test data (Figure 3). The test data included 302,182 $3 \times 3 \mathrm{~nm}^{2}$ cells visited by the fleet (Table 1); E. ringens was captured in 13,459 of them ( $4.45 \%$ ), and thus, the catch probability was 0.0445 . The model correctly identified 10,606 cells ( $78.8 \%$ of the cells where E. ringens was captured). Of the 85,341 cells predicted to have fish, catches were recorded in $10,606(12 \%)$. Of the 216,841 cells predicted not to have fish, E. ringens was caught in 2853 ( $1.3 \%$ ). The fishing effort (the number of cells fished by the fleet) in areas predicted not to have fish was 2.54 times that of the effort in areas predicted to have fish. The cross-validation of the model behaved similarly in all data partitions; the mean AUC was 0.84 (similar to that of the initial model test) and the recall was 0.79 , both with a standard deviation of 0.01.


Figure 3. Receiver operating characteristic curve of the evaluation of the neural network model on the test data for the fishery of anchovy (E. ringens) in Northern Chile.

Table 1. Results of applying the neural network model on the test data (not used for training) from the fishery of anchovy ( $E$. ringens) and the oceanographic characteristics of the study area (Northern Chile). Tabulated values correspond to the numbers of cells.

|  | Non-Potential Fishing Grounds | Potential Fishing Grounds | Total |
| :---: | :---: | :---: | :---: |
| Areas visited | 216,841 | 85,341 | 302,182 |
| Capture areas | 2853 | 10,606 | 13,459 |
| Probability | 0.013 | 0.124 | 0.045 |

The most relevant variables for predicting PFGs were longitude (23\%), depth of the mixing layer ( $18 \%$ ), and latitude ( $15 \%$ ), followed by sea surface temperature ( $12 \%$ ), month ( $12 \%$ ), sea height ( $9 \%$ ), and salinity ( $9 \%$ ). The least relevant variables were the zonal and meridional components of the marine currents ( $2 \%$ each); thus, these variables were excluded from the final model.

### 3.2. Model Application

Figure 4 shows the yield of the industrial purse seine fleet, expressed as YCP (Equation (1)) for all years studied. The mean catch probability in the PFGs was $88 \%$ greater than in the non-PFGs. The minimum difference was $19 \%$ (2010), and the maximum was $322 \%$ (2003).

Due to space limitations, Figure 5 shows the results of applying the model to the four days with the greatest catch of E. ringens in the entire time series. Table 2 shows a statistical summary of the behavior of the model for the 36 days of the greatest catch in the entire series. A larger number of areas with catches were within the areas of highest probability provided by the model. Seventy-five percent of the days had a precision greater than 0.12 ; this metric is equivalent to the catch probability in the areas predicted as PFGs by the model. The FOR, equivalent to the catch probability in areas predicted not to be PFGs, was below 0.05 in $75 \%$ of the cases. The recall is the fraction of fishing areas correctly detected by the model, and it was above 0.7 in $75 \%$ of the cases.


Figure 4. Annual catch probabilities of the fleet in the potential (dark bars) and non-potential (clear bars) fishing areas from the neural network model applied for the fishery of anchovy (E. ringens) in Northern Chile.


Figure 5. Maps of catch probabilities predicted by the neural network model applied to the fishery of anchovy (E. ringens) in Northern Chile, for the four days with the greatest catch in the 2003-2020 period (the 36 days with the greatest catch were ranked, and the first four were displayed). White circles indicate where $E$. ringens was captured.

Table 2. Summary of statistics describing the performance of the neural network model applied to the fishery of anchovy ( $E$. ringens) in Northern Chile, considering the 36 days of the greatest catch in the entire series chosen as a study case.

|  | $\mathbf{n}$ | Mean | Standard <br> Deviation | Minimun <br> Value | $\mathbf{2 5 \%}$ | $\mathbf{5 0 \%}$ | $\mathbf{7 5 \%}$ | Maximum <br> Value |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Precision | 36 | 0.208 | 0.136 | 0.063 | 0.121 | 0.174 | 0.242 | 0.654 |
| False omission rate (FOR) | 36 | 0.036 | 0.028 | 0.004 | 0.012 | 0.026 | 0.054 | 0.11 |
| Recall | 36 | 0.764 | 0.211 | 0.125 | 0.705 | 0.844 | 0.911 | 0.971 |

## 4. Discussion

The use of a neural network model to predict PFGs of E. ringens in Northern Chile proved to be an interesting method with practical applications. Predicting fishing grounds has been a great challenge for Chile and Latin America, due to which many efforts have made [36-40]. Although Chilean efforts have shown satisfactory results [37,39,40], they used oceanographic satellite information, which are instantaneous moments of the ocean state that do not allow temporal projection of these conditions in the short term. It is also unknown if these studies would have practical applications for the administration of the fleet.

Nieto et al. (2001) identified PFGs for E. ringens in 1999; $67 \%$ of the actual catch areas were among those the model identified (this metric is equivalent to recall, which is used in this study). Silva et al. (2002) [38], Yáñez et al. (2004) [39], and Silva et al. (2012) [40] used a similar methodology to identify PFGs of E. ringens, obtaining a $74 \%$ recall, which is comparable to the $79 \%$ recall obtained by us in the cross-validation and mean of $76 \%$ for the 36 days, of which $50 \%$ had a recall greater than $84 \%$ (Table 2). Our study identified and predicted $78.8 \%$ of the fishing grounds using a neural network (recall $=0.788$ ) (Table 1 in Section 3.1). The AUC value of 0.84 indicates that the classification was very good according to the criteria of [41,42]. This result was compared favorably with the results of [43], who used a neural network model to predict the distribution of 14 species of freshwater fish and crustaceans in New Zealand; they reported AUC values of 0.63-0.88.

The neural network model applied in this study has the advantage that it may be implemented with few assumptions on the fishing and environmental data [13,14], showing better performance than conventional statistical models such as generalized linear models (GLMs) and generalized additive models (GAMs) [13,14,34,44]. The latter models require certain characteristics of the data, including linearity, normality, and heteroscedasticity [45]. However, these assumptions are unlikely to be fulfilled in real fishing situations, due to the lack of information in areas not explored by the fleet, the difficulty associated with the non-linearity of ecological processes (Tan and Beklioglu 2006), and the complex species-environment interactions (Wang et al. 2015). We found that the neural model also has limitations and disadvantages that need to be considered. For example, neural network models are considered as black boxes for which the prediction mechanism is not a transparent process or defined by an equation. Despite this, there are methods such as the one used in this study [29] to determine the importance of the variables in the predictions. The neural network requires data on presence and absence. The absence data were determined from the trajectory of the fishing vessels. As stated earlier, the assumption was that the vessels searched for schools during the full fishing trip, which is not necessarily correct. This assumption may have resulted in excessive absence zones and fewer presence zones. Therefore, the classes to be predicted are unbalanced, and the fishing probabilities are low. These could be improved in future studies by using fishing logbooks.

The neural network model applied in this study identified areas with oceanographic conditions favorable to the presence of E. ringens. However, this does not necessarily imply that schools will be present in those areas due to the existence of interactions with other species such as predation and competition [46]. This could explain why the model identified more PFGs than those where E. ringens was really caught (Table 1). However,
the catch probability in the potential areas was greater than in the non-potential areas and greater than the fishing probability of the fleet if it visited all the areas (Table 1).

Similar to the report of Wang et al. (2015), in this study, the variables latitude and longitude were among the most important for identifying PFGs; In the case of E. ringens, their combined importance was $38 \%$. The most relevant oceanographic variable was the depth of the mixing layer ( $18 \%$ of the variance). This variable is directly related to the vertical habitat of $E$. ringens, which in extreme events such as El Niño can expands to more than a 50 m depth; in this case, anchovy schools go deeper, making them less available for the purse seiners [5]. The annual simulation with the neural network model to recommend fishing grounds (Figure 4) showed that the probability in PFGs was greater than in the non-PFGs in all years. If the fleet had searched for schools of $E$. ringens in the areas recommended by the model, on average it would have had an $88 \%$ better probability of finding fish than in the non-recommended areas.

It must be emphasized that this study had millions of catch data provided by the fishing company Corpesca S.A., together with oceanographic predictions obtained from the Copernicus program. Corpesca S.A. is currently using this tool in Northern Chile to predict anchovy catch areas, which allows the fleet to self-regulate fishing effort better.

We concluded that the neural network model implemented in this study had $84 \%$ success in predicting PFGs for E. ringens. The real fishing areas where consistent with model predictions (Figure 5), which suggests that the model may be used to predict fishing grounds for E. ringens in Northern Chile. In addition, the model can help in reducing the fleet's search effort for the target species and improving the fishing yield.
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