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Abstract: Cryptographic primitives nowadays are not only implemented in high-performance sys-
tems but also in small-scale systems, which are increasingly powered by open-source processors,
such as RISC-V. In this work, we leverage RISC-V’s modular base instruction set and architecture to
propose a generic instruction set extension (ISE) for symmetric cryptography. We adapt the work
from Engels et al. in ARITH’13, the non-linear/linear instruction set extension (NLU), which presents
a generic hardware/software co-design solution for efficient symmetric crypto implementations
through a hardware unit extending the 8-bit AVR instruction set. These new instructions realize
non-linear and linear layers, which are widely used to implement the block ciphers in symmetric
cryptography. Our proposal modifies and extends the NLU instructions to a 32-bit RISC-V archi-
tecture; hence, we call the proposed ISE ‘NLU-V’. The proposed architecture is integrated into the
open-source RISC-V implementation ‘Icicle’ and synthesized on a Xilinx Kintex-7 XC7K160T FPGA.
The area overhead for the proposed NLU-V ISE is 1088 slice registers and 4520 LUTs. As case studies,
the PRESENT and AES block ciphers are implemented using the new ISE on RISC-V in assembly.
Our evaluation metric to showcase the performance gain, Z ‘time-area-product (TAP)’ (the execution
time in clock cycles times code memory consumption), reflects the impact of the proposed family
of instructions on the performance of the cipher implementations. The simulations show that the
NLU-V achieves 89% gain for PRESENT and 68% gain for AES. Further, the NLU-V requires 44% less
lines of code for the PRESENT and 23% less for the AES implementation.

Keywords: symmetric cryptography; block ciphers; instruction set extension; RISC-V; reconfigurable
hardware; FPGA

1. Introduction

The ever-growing development in novel technologies makes our daily lives easier
while bringing security and privacy problems. Researchers have made continuous efforts to
develop security measures against new and known threats. However, the existing security
measures are generally not directly applicable to all systems as different requirements
may exist for each. For instance, implementing traditional cryptography schemes for
security mechanisms in embedded systems is not a trivial task. Most of the software-
only approaches easily become very costly for such systems as the majority of symmetric
cryptography schemes use specific substitution and permutation layers, which are run in
many rounds [1,2]. Also, having inefficient or too generic hardware solutions may easily
increase the area and power consumption. Hence, a hardware–software co-design approach
promises an efficient implementation option for such applications.

The non-linear/linear instruction (NLU) set extension (ISE), proposed by Engels et al.
at the 21st ARITH Symposium in 2013 (ARITH21) as an ISE for 8-bit AVR microproces-
sors [3,4], serves as a flexible hardware–software co-design for the implementation of
symmetric block ciphers on embedded processors. The NLU tries to find the perfect bal-
ance between hardware and software utilization for the best execution performance with

Cryptography 2024, 8, 9. https://doi.org/10.3390/cryptography8010009 https://www.mdpi.com/journal/cryptography

https://doi.org/10.3390/cryptography8010009
https://doi.org/10.3390/cryptography8010009
https://creativecommons.org/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://www.mdpi.com/journal/cryptography
https://www.mdpi.com
https://orcid.org/0009-0002-0425-9522
https://orcid.org/0000-0003-3193-8440
https://doi.org/10.3390/cryptography8010009
https://www.mdpi.com/journal/cryptography
https://www.mdpi.com/article/10.3390/cryptography8010009?type=check_update&version=1


Cryptography 2024, 8, 9 2 of 15

minimal hardware investment. It can speed up cipher implementations in software by
pushing the computation-heavy operations to the hardware level as a novel ISE.

RISC-V is an open-source and modular instruction set architecture (ISA), which has
attracted huge attention in recent years. Thanks to its modular and open-source characteris-
tics, one can extend its ISA with novel cryptographic ISEs. However, despite a few existing
proposals in the literature [5–7], there is still room for novel cryptographic solutions for the
RISC-V platform.

Because the NLU was not initially developed to run on a 32-bit architecture like
RISC-V, the goal of our study is to extend and adapt the NLU to work on a 32-bit RISC-V
environment. The 32-bit version of the NLU, namely, NLU-V (should be read similar
to RISC-V—‘NLU-five’), aims to provide an improved performance for cryptographic
operations implemented on widely-used 32-bit RISC-V open-source processors. Our contri-
butions in this work can be listed as the following.

• The extension and adaptation of the 8-bit NLU ISE approach to 32 bits.
• A novel cryptographic ISE for the open-source RISC-V processor.
• Improved performance for block ciphers on 32-bit RISC-V using the novel ISE, which

is showcased through case studies.
• Additional AES sBox (substitution layer) support for the non-linear instruction of

the NLU.
• RISC-V GNU compiler toolchain adjustments to support the proposed RISC-V ISE

(which was not provided in the previous NLU work).
• Publicly available NLU-V implementation, including the RISC-V core and the modified

RISC-V GNU compiler toolchain.

In the following sections, we present our approach on adapting the 8-bit structure
to 32 bits and give the details of the hardware units realizing the block cipher operations.
Furthermore, we test our work by implementing the ISO-standard PRESENT cipher [1]
and NIST-standard AES cipher [2] in the RISC-V assembly language using the RISC-V core
instructions as well as new NLU-V instructions. We then compare the results in order
to evaluate the performance of the NLU-V unit and reflect the impact of our proposed
architecture through these case studies.

2. Related Work and Background

In this paper, we extend the NLU ISE developed by Engels et al., which was presented
at ARITH21 in 2013 [3]. In their work, the authors introduce the NLU hardware unit,
which is capable of computing non-linear and linear operations to introduce confusion
and diffusion to block and stream ciphers in cryptography. Especially, the block ciphers
in symmetric cryptography are widely used in many security applications, which is also
reflected by the proposal of many different designs targeting different metrics, such as
Clefia [8], Square [9], HIGHT [10], KATAN and KTANTAN [11], KLEIN [12], RC6TM [13],
mCrypton [14], LED [15], Piccolo [16], SERPENT [17], PRESENT [1], and AES [2]. This wide
utilization makes their efficient implementation an even more important task. The original
NLU, which inspired this paper, aims to balance hardware and software utilization for
implementation efficiency.

The non-linear and linear operations in block ciphers are encapsulated in the NLU
together with inputs and modules to control the computations. The authors have presented
the advantages of the NLU in their work based on Atmel’s 8-bit AVR micro-controller [4]
environment. To reliably interpret their results in terms of hardware and software efficiency,
they compute the measure of the time-area-product (TAP) of several cipher implementations
and compare those with and without the NLU ISE. In this context, TAP is interpreted as
the execution time in clock cycles times code memory consumption. The authors of NLU
show that they achieve a gain between 20 and 68% in terms of this metric. Also, they
achieve a significant reduction in terms of lines of code for the respective implementations
of the ciphers.
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RISC-V is a 32- or 64-bit ISA following a modular approach, where several standard
and custom instructions can be chosen as seen fit for the application at hand [18–20].
The base integer IS (RVI) introduces the most basic arithmetic instructions, ‘add’ and
‘subtract’, and some logical instructions, for example, ‘AND’ and ‘OR’, and some shift
instructions. Further, RISC-V was developed with several standard extensions: the RISC-V
multiply extension (RVM) for standard integer multiplication and division and the RISC-V
floating-point extension (RVF) for standard floating-point operations, to name a few. This
modular approach makes it easier for developers to pick the desired standard extensions
that are needed for their proprietary project while keeping the architecture as slim as
possible by leaving out unnecessary extensions. Similarly, a developer can introduce a
proprietary ISE.

There are many such extensions available providing different functionalities. For ex-
ample, a security extension for the AES cipher, proposed by Marshall et al. [21], who explore
the landscape of AES ISEs and present some requirements to choose amongst them. Af-
ter creating five different variants based on their findings, they show their implementations
for the RISC-V cores ‘Rocket’ [22], which is a 32-bit or 64-bit RISC-V core that supports the
RV32IMC or RV64IMC standard instructions, and ‘SCARV’ [23], a core that supports only
the RV32IMC instructions. In conclusion, the authors state that their third variant, a variant
based on hardware-assisted T-tables, is the best variant for a 32-bit RISC-V architecture,
while variant four, a variant based on a 64-bit datapath, is the best one for implementing an
AES on a 64-bit RISC-V architecture. While increasing the silicon area utilization by 13% to
3%, their ISE variants achieve performance gains ranging from 20% up to 87%. As another
example, Marshall et al. [5] propose an ISE for RISC-V to support the ChaCha 256-bit stream
cipher [24]. The authors use the RV64IMC core provided by ‘Rocket’ to implement their ISE
and synthesize it on the Kintex-7 XC7K160T FPGA. Their ISE achieves performance gains
of up to 53% while introducing a silicon area utilization increase of around 3%. There are
also more general extensions. For instance, Alkim et al. in [25] propose an ISE for finite field
arithmetic. The authors implement their ISE on the ‘VexRiscv’ implementation of RISC-V’s
RV32IMAF[D]C instruction sets. They evaluate their extension using the key-encapsulation
mechanism ‘Kyber’ [26], which is ‘based on hardness assumptions over module lattices’,
and the key exchanging protocol ‘NewHope’ [27], which is based on the ring learning with
errors problem. Last but not least, the bit manipulation extension ‘Bitmanip’ is developed
by the ‘RISC-V Foundations Bitmanip Extension Working Group’ [28,29] for efficient bit
manipulation operations in RISC-V. In their documentation, the authors describe an ISE
for manipulating bits like ‘rotate’, ‘count leading/trailing zeros’, etc., and also provide
example applications, such as bit-field extraction or parity checks.

As can be seen from the presented existing works, most of the research has so far
focused on algorithm-specific ISEs rather than more generic approaches. We therefore in
our work, similar to the NLU approach, would like to propose an ISE that is able to support
many symmetric cryptography algorithms in order to boost their performances on the
RISC-V platform.

3. Architecture

There are several different RISC-V ‘base’ hardware implementations publicly available
that can serve as the processor platform for our work. Most of the prevalent implementa-
tions are listed at [30]. The implementation deemed best fit for this work was Icicle [31],
which implements only the base integer IS RV32I, which is the RVI IS on the 32-bit RISC-V
architecture. Furthermore, for our case studies, the most feasible solution to assemble
the RISC-V assembly code for the targeted ciphers into machine code for running it in
the simulation was to use the RISC-V GNU compiler toolchain [32]. It contains the GNU
compiler collection and GNU development tools that provide the means to compile the
assembly or C-Code into RISC-V executable machine code. There is also a possibility to
extend the assembler with custom mnemonics for one’s proprietary ISE. This way, cipher
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algorithms can be implemented in assembly in both the base and custom IS, allowing for
them to be as similar as possible to be able to compare them fairly.

3.1. The Non-Linear/Linear Instruction Set Extension—NLU

This section gives an overview of the NLU architecture presented in ARITH21 and is
hence supposed to give an understanding of the aspects that need to be adjusted for the
RISC-V environment. The NLU works as a unit that can perform different operations based
on the chosen mode. Depending on the input mode, the NLU is able to calculate logical
functions based on the algebraic normal form (ANF) and binary matrix multiply and add in
its non-linear and linear modes, respectively. The NLU also contains a 64-bit configuration
register that functions as a memory to store the mask for the ANF in the non-linear mode
and the matrix for the matrix multiplication in the linear mode. To feed the correct inputs
into those singular units and control the data and calculation flow, there are several inputs
present in the NLU. A graphical overview of the general architecture of the NLU can be
found in the original work [3] as well as in Figure 1.

64-bit Register 1024-bit Register

Non-linear Unit Linear Unit

0

macaccselpushnl

dinp

pushl

mode

sro

FIFO Register-Array

modenl

modeAES

dout

4

32

2

32

64 1024

Figure 1. The NLU-V structure (also applicable for the NLU, drawn for 32-bit based on the approach
from [3]).

3.1.1. NLU Input/Output

There are seven input signals and one output signal to the NLU unit: ‘push’, ‘sel’,
‘dinp’, ‘mac’, ‘acc’, ‘mode’, ‘sro’, and ‘dout’. To control the loading of data into the configu-
ration register, the calculations, and the outputs, four instructions are defined: ‘NLD’ for
loading the masks into the 64-bit configuration register, ‘NNL’ for the non-linear operation,
and ‘NMU’ and ‘NMA’ for the multiply and multiply-and-add operations of the linear unit.

To load data into the 64-bit configuration register, the ‘push’ signal (1 bit) is set to
high by the ‘NLD’ instruction while the user can determine how many bits of the ‘dinp’
signal (8 bits) should be pushed by setting the respective number in the ‘sel’ signal (3 bits).
The selected most significant bits of the data input signal is then pushed on the respective
least significant bits of the configuration register while the rest of the 64 bits are shifted left.
This way, the whole 64-bit configuration register can be loaded in up to eight clock cycles
by calling the ‘NLD’ instruction eight times. This instruction takes two inputs, the data
input and the selection input, which correspond to the ‘dinp’ and ‘sel’ signals.
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If the ‘push’ signal is not set, the output of the NLU depends on the ‘mode’ signal (1 bit).
This signal determines the output to be either the non-linear or the linear unit’s output.

The non-linear unit only requires the configuration register and the data input signal as
inputs to calculate its result, which is why the ‘NNL’ instruction takes only the destination
register as the output register and a source register as the data input register as arguments.

The linear unit requires three more signals. The ‘mac’ signal (1 bit) determines if the
result of the linear unit gets pushed on to a four 8-bit register array, which is always the case
when using the ‘NMU’ or ‘NMA’ instruction. This first-in–first-out (FIFO)-style register
array is used to calculate the addition part of the multiply-and-add operation of the linear
unit. By pushing the result on to those registers, one can later choose to add one of the four
registers to the next result of the multiply operation by setting the ‘acc’ signal (1 bit) to high
and choosing one of the registers with the ‘sro’ signal (2 bits). Thus, the ‘NMU’ instruction
only takes two inputs, the destination and the source register, as it only has fixed options
on the signals: ‘mac’ is set to high to accumulate the result for further multiply-and-add
operations, while the ‘acc’ signal is set to low, because the caller of the instruction only
wants to perform a multiply. The ‘NMA’ instruction on the other hand has an additional
argument corresponding to the ‘sro’ signal to control which of the four FIFOs should
be added to the linear unit result. This way, the NLU’s multiply and multiply-and-add
operations are designed to store a maximum of four results for the latter operation.

3.1.2. The Non-Linear/Linear Units

The non-linear unit of the NLU is using the ANF approach to calculate the substitution
layer (sBox) operations in ciphers. By splitting the 8-bit input into two 4-bit vectors, two
4-bit sBoxes can be calculated at the same time through a function depending on the 64-bit
configuration register and a 4-bit input vector. The full circuitry of the ANF unit given
in [3] is presented in Figure 2. In general, each of the four output bits can be defined as
any logical combination of the four input bits. Block cipher algorithms can use this to
implement their own substitution layer (using sBoxes) by configuring the unit via ‘NLD’
accordingly. The non-linear unit of the NLU simply applies the same configuration values
to the two 4-bit vectors resulting from splitting the 8-bit input. By defining this specific
ANF circuitry, the NLU is designed to be able to calculate any number of 4-bit sBoxes
by simply increasing or decreasing the amount of sBoxes. However, there are additional
problems when trying to increase the inputs of the sBox from four to eight bits. This is a
topic that needs to be tackled in our adaptation.

The linear unit defines a basic matrix multiplication implemented in the hardware
between the input vector and a matrix that is stored in the configuration register. The eight
most significant bits of the configuration register are seen as the first row of the matrix,
the second eight bits as the second row, and so on. Then, the input data vector is simply
a bit-wise matrix multiplied with the 64-bit matrix formed by the configuration register.
In combination with the four FIFO registers, data of up to four multiplications (and addi-
tions) can be stored and accessed for the multiply-and-add instructions. Especially when
defining variations in the identity matrix, one can easily shift around the single bits and put
them in any new order, which corresponds to the permutation layer many block ciphers
nowadays use, such as in our case studies.

3.2. Adapting the NLU for RISC-V: The NLU-V

As it can be seen in the overall structure of the NLU-V in Figure 1, some changes
(such as the datapath width) on the main design of the NLU are necessary. The configu-
ration register size, the datapaths of the non-linear and the linear modules, as well as the
input size need to be adjusted.

3.2.1. The Non-Linear Unit

We follow a clear and uncomplicated approach for adapting the 8-bit version of the
non-linear unit to 32 bits. Because the intention is to keep the ability of calculating a 4-bit
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input sBox, the only change here is to add more sBoxes and split the 32-bit input accordingly.
Therefore, instead of using two ANF-based sBoxes like in the NLU, the NLU-V can use
eight sBoxes. Similarly, because the circuitry of the ANF stays the same and the input and
output of each sBox are still 4 bits wide, no other changes are required with respect to the
mask. Therefore, the configuration register can be kept at 64 bits and can be applied to all
sBoxes equally. This is the easiest option, which was suggested also in the original work
for larger bit widths.

64-bit Register

ANF

dinp

modenl

modeAES

64

AES encryption 
sBox

AES 
decryption 

sBox

32

32

nlout

Figure 2. The non-linear unit (also applicable for the NLU, drawn for 32-bit based on the approach
from [3]).

However, in the main NLU study, the authors have not considered the option to add
an 8-bit sBox support, for example, for the AES [2]. Extending the ANF approach to solve
this problem bloats up the software implementation vastly and hence renders the whole
unit inefficient in terms of NLU-V’s silicon area utilization. Therefore, a new approach in
the NLU-V for larger sBox sizes is necessary. It is common to use finite field arithmetic
to calculate AES-like sBoxes. There are several studies in the literature implementing
finite field arithmetic in hardware for different processor platforms ([33–37]) and even
for a RISC-V based implementation [25]. However, none of the previous studies offer a
holistic approach to efficiently implement the operations needed for the targeted ciphers.
Inspecting the previous works, one major problem seems to be providing a hardware
design that can implement the polynomial division or calculate the inverse of an 8-bit
vector in the finite field GF(28) in an efficient manner. None of the studies investigated
so far provide an efficient enough approach to solve this problem: either there are many
cycles needed per instruction or the silicon area increases significantly.

Despite these hurdles, we provide an alternative solution: because the AES is widely
used (not only in AES but also in some other ciphers), the non-linear unit of the NLU-
V will contain a specific sub-unit calculating the sBox values of the AES. According to
Canright [38,39], calculating inverses of the polynomials in GF(28) can also be performed
in GF((22)2) through a composite field approach, which is used also in previous works [40].
The composite field calculation of the AES sBox encryption and decryption presented in
Canright’s work is publicly available as a hardware implementation in Verilog-HDL [39],
which we also employ in our work.
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Adding the AES sub-unit requires a couple of additional input signals in the NLU-V
architecture as described in Section 3.2.4. An overview of the non-linear unit can be seen
in Figure 2. The ANF sub-module contains the same ANF circuit as in the original NLU
work [3], but the number of single sBoxes increased to eight instead of two, while the
AES encryption and decryption sub-modules use the composite field AES ‘Canright’ sBox.
The 64-bit configuration register, as an input from the top-level NLU-V module, is only fed
into the ANF sub-module.

3.2.2. The Linear Unit

The linear unit of the NLU-V is also very similar to its counterpart in the original NLU.
Because the input is now a 32-bit vector instead of an 8-bit vector, the multiplication requires
a 32 × 32-bit matrix. Hence, for the new linear unit, instead of a 64-bit configuration register,
a 1024-bit register is needed to store the matrix. Other approaches, such as using multiple
configuration registers, executing the multiplication in multiple cycles, or reducing the
configuration register size and adding more circuitry, which is all controlled by additional
instructions and signals, resulted in not being beneficial or feasible. While requiring
significantly more area in terms of the register, the approach of increasing the configuration
register size to 1024 bits saves additional circuitry and lines of code when implementing
ciphers, and hence execution time, by skipping the complex management of loading
multiple registers, saving intermediary results, or handling multiple cycles. Therefore,
using a 1024-bit configuration register for the linear unit, which is the simpler and probably
more efficient approach, is chosen. The new design of the linear unit is presented in Figure 3.
The FIFO registers are not affected by any changes and therefore are kept as they are, as can
be seen in Figure 4, where ‘xlo’ and ‘rl’ correspond to the input and output, respectively
(see Figure 1).

1024-bit Register

Linear Unitdinp 

1024

32 32
lout

Figure 3. The linear unit.
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xlo

32-bit Register 32-bit Register 32-bit Register 32-bit Register
32

rl

32

sro
2

mac

Figure 4. The first-in–first-out (FIFO) register array.

3.2.3. The Configuration Register

Because the NLU-V non-linear unit simply uses several more sBox units without
any changes to the use of the configuration register, the NLU-V still needs merely a
64-bit configuration register for the non-linear unit. However, the linear module has
to somehow adapt to the fact that a matrix multiplication of a 32-bit input vector will
require a 32 × 32-bit matrix. This causes an additional efficiency problem: in the 8-bit NLU,
the shared configuration register is used by the non-linear and linear units simultaneously
by loading them every time before the respective ‘NNL’, ‘NMU’, and ‘NMA’ instructions
are called. In a 32-bit environment, however, this would take too many cycles with a
1024-bit configuration register and makes the whole process too inefficient. The original
NLU is designed with a lightweight approach in mind. Although the silicon area is not
unlimited in any case, because the new NLU-V design is not targeting ‘Application-specific
Integrated Circuits (ASICs)’ platforms (at least initially, as an integration with the Icicle
RISC-V on FPGA is targeted), there is room for some extra area utilization on the target
FPGA. Therefore, for simplifying the loading process of the configuration register, it is
split into two registers: one 64-bit register for the non-linear unit and one 1024-bit register
for the linear unit. This way, the masks for the non-linear and linear operations can be
loaded independent from each other, making the sequential calls of these operations more
efficient with some losses in terms of silicon area. This requires new input signals as
described in Section 3.2.4. Other alternatives, either having one 1024-bit configuration
register for both units or leaving the configuration register at 64 bits, are not implemented.
Our investigations show that they are less efficient because they would require significantly
more load instructions in assembly.

3.2.4. Input Signals

The changes to the NLU require some new input signals to control the execution and
results of the sub-units. Therefore, in addition to the mode signal, a ‘modenl’ signal is
introduced, which determines if the non-linear module uses the ANF or the AES sub-unit.
The ‘modeAES’ signal is further introduced to determine the encryption or decryption
mode of the AES sBox module in particular.
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The two configuration registers need their own push signals. Therefore, the ‘pushnl’
and ‘pushl’ signals are introduced, replacing the ‘push’ signal, to push the non-linear or
linear configuration register, respectively.

The bit size of the following signals are adjusted to fit to the 32-bit design: the ‘sel’
signal changed from a 3-bit to a 4-bit signal, the ‘dinp’ signal changed from an 8-bit to a
32-bit signal, and the ‘dout’ signal changed from an 8-bit to a 32-bit signal.

3.2.5. The NLU-V Instructions

The NLU-V is designed to provide instructions for non-linear and linear operations.
The ‘NNLANF’ instruction can be used to perform the non-linear ANF operation, while
the ‘NNLAESE’ and ‘NNLAESD’ instructions are for AES encryption and decryption,
respectively. To be able to perform the ANF operation, the non-linear unit needs the ANF
mask stored in the 64-bit configuration register. This register can be filled by using the
‘NLDNL’ instruction and providing a 16-bit immediate value. So, the configuration register
can be pushed in four instruction calls.

The ‘NMU’ instruction can be used to execute the linear operation of matrix multipli-
cation and push the result into the FIFO registers. Following that operation, one can use
the ‘NMA#’ (# is the index of the instruction) operation to perform another multiplication,
together with an addition of a FIFO register, determined by the number in the name of the
four multiply-and-add instructions: ‘NMA0’ to add register three, ‘NMA1’ to add register
zero, ‘NMA2’ to add register one, and ‘NMA3’ to add register two. For the linear unit to
function, the 1024-bit configuration register has to be pushed to define the matrix for the
matrix multiplication. This can be achieved by using the ‘NLDL’ instruction. Because it
also pushes a 16-bit immediate value, to completely push a new 1024-bit configuration
register it takes 64 instructions.

All instructions take two inputs. The first parameter of the two load instructions
defines how many bits of the immediate value are pushed into the configuration registers
while that value is defined by the second input parameter. The other instructions take the
destination and source registers as the first and second inputs. The first input defines where
the result should be stored, while the second input defines which value is provided as an
input for the NLU-V’s non-linear and linear units. The resulting NLU-V IS can be seen in
Table 1.

Table 1. NLU-V instructions.

Instruction Syntax Description

NLDNL NLDNL d, u CONFL = CONFL << u[MSB − d], i f d > 0

Load non-linear configuration CONFL = CONFL << u, else

NLDL NLDL d, u CONFNL = CONFNL << u[MSB − d], i f d > 0

Load linear configuration CONFNL = CONFNL << u, else

NNLANF NNLANF d, s d(31 : 28) = ANF[s(31 : 28)]

NLU non-linear ANF operation d(27 : 24) = ANF[s(27 : 24)]

d(23 : 20) = ANF[s(23 : 20)]

d(19 : 16) = ANF[s(19 : 16)]

d(15 : 12) = ANF[s(15 : 12)]

d(11 : 8) = ANF[s(11 : 8)]

d(7 : 4) = ANF[s(7 : 4)]

d(3 : 0) = ANF[s(3 : 0)]
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Table 1. Cont.

Instruction Syntax Description

NNLAESE NNLAESE d, s d(31 : 24) = AESEnc[s(31 : 24)]
NLU non-linear AES-sBox encryption d(23 : 16) = AESEnc[s(23 : 16)]

d(15 : 8) = AESEnc[s(15 : 8)]
d(7 : 0) = AESEnc[s(7 : 0)]

NNLAESD NNLAESD d, s d(31 : 24) = AESDec[s(31 : 24)]
NLU non-linear AES-sBox decryption d(23 : 16) = AESDec[s(23 : 16)]

d(15 : 8) = AESDec[s(15 : 8)]
d(7 : 0) = AESDec[s(7 : 0)]

NMU NMU d, s d = M × s
NLU multiply FIFO = FIFO << M × s

NMA0 NMA0 d, s d = M × s + FIFO(0)
NLU multiply-and-add FIFO zero FIFO = FIFO << [M × s + FIFO(0)]

NMA1 NMA1 d, s d = M × s + FIFO(1)
NLU multiply-and-add FIFO one FIFO = FIFO << [M × s + FIFO(1)]

NMA2 NMA2 d, s d = M × s + FIFO(2)
NLU multiply-and-add FIFO two FIFO = FIFO << [M × s + FIFO(2)]

NMA3 NMA3 d, s d = M × s + FIFO(3)
NLU multiply-and-add FIFO three FIFO = FIFO << [M × s + FIFO(3)]

4. Results and Discussion

In this section, the post-placement results for the proposed NLU-V design on FPGA
as well as a discussion on the performance improvement in the ciphers under study are
introduced. The FPGA area utilization for the Icicle, NLU-V, and combined Icicle–NLU-V
implementations is presented by showing how much of the total FPGA resources are
used in each design. Additionally, the results of the case studies, the PRESENT and AES
cipher algorithms, are depicted in this section. To give an overview of the performance,
different metrics are chosen for comparison reasons. The lines of code (LoCs) metric
shows the difference in the assembly code lines needed in both versions of the algorithms.
Furthermore, the TAP reflects the product of the time that each implementation needs to
calculate the expected result, given in clock cycles, and the flash memory utilization in
terms of how much random access memory (RAM) the program memory and the stack of
each implementation requires, given in words. The Icicle implementation has a built-in
clock cycle counter which is used for the execution time comparison. Other works in the
literature testing ISEs on FPGAs (see [5,41]) are synthesized on a Kintex-7 XC7K160T FPGA
(xc7k160tfbg484-3). For a fair comparison with these studies, our implementations are
also synthesized on the same FPGA (xc7k160tfbg484-3) using Xilinx Vivado 2021.2. Our
implementation is publicly available on GitHub [42].

Table 2 shows the Icicle implementation, which only implements the RV32I standard
instruction set and therefore is very lightweight. Most of the silicon area for the NLU-V
results from the linear unit and the need of a 1024-bit configuration register for the matrix
multiplication in the linear unit. As an interesting comparison, Table 2 also shows the
NLU-V area consumption without the linear unit, which is significantly lower due to the
missing 1024-bit configuration register. Therefore, reducing the size of the configuration
register or the wiring needed for the multiplication in the unit itself, the linear unit can be
part of further optimizations.

We also provide the post-placement layout view of our implementations, taken from
the Vivado tool. As can be seen in Figure 5, Figure 5a is the Icicle-only implementation,
while Figure 5b,c present the NLU-V utilization, with and without the linear unit, respec-
tively. Figure 6 reflects the linear unit impact in more detail: Figure 6a is the NLU-V core
with the linear unit implementing the 1024-bit register and Figure 6b is excluding the linear
unit, which makes it much smaller.
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Table 2. FPGA area utilization, LU: linear unit (* slice register as flip flop, ** multiplexers). Module
hierarchy: icicle32 contains rv32, rv32 contains nlunit32.

FLOP_LATCH * LUT MUXFX ** DMEM
NLU-V-only (w/o LU) nlunit32 (w/o LU) 64 942 - 64

NLU-V-only nlunit32 1088 4520 - 32
icicle32 974 2128 3230 4184

Icicle-only
rv32 778 1735 30 88
icicle32 1051 3140 3229 4248
rv32 855 2746 29 152Icicle + NLU-V (w/o LU)
nlunit32 64 252 - 64
icicle32 2115 6762 3235 4216
rv32 1919 6365 35 120Icicle + NLU-V
nlunit32 (w/o LU) 1088 3406 - 32

In previous works [5,41], the proposed ISEs increase the resource utilization by approx-
imately 1–3% in comparison to the base processor cores used. Marshall et al. show multiple
variants of their ISE, which increases the area consumption around 3–13% [21]. This seems
significantly lower than the area increase that the NLU-V causes. But it should be noted that
the other ISEs implement only one specific algorithm, while the NLU-V aims to address
many different cryptographic block ciphers. This main difference in the implementation
approach makes a direct comparison of the NLU-V to previous works impractical.

To conduct a precise analysis of the impact of the NLU-V on another RISC-V system
similar to the RV64G Rocket Core used by Marshall et al. [5], implementing and synthe-
sizing the NLU-V on that system is necessary, which is not in the scope of this paper. We
however estimated the costs roughly: An increase of only 30–40% can be expected if the
NLU-V is added to the Rocket Core; however, note that the NLU-V would still need to be
adjusted for a 64-bit environment, which would mean additional cost.

In order to introduce our novel NLU-V instructions to the compiler, we have also
modified the RISC-V GNU compiler toolchain. We have appended the NLU-V instructions
presented in Table 1 to the compiler, which can also be seen in our repository [42].

Figure 5. FPGA layout: (a) Icicle-only, (b) Icicle + NLU-V, and (c) Icicle + NLU-V w/out linear unit
(yellow: icicle32, magenta: rv32, and cyan: nlunit32).
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Figure 6. FPGA layout NLU-V (a) with linear unit, and (b) without linear unit (purple: linear unit).

The metrics reflecting the assembly implementation and simulation results for the
cipher algorithms are depicted in Table 3. This table shows how many LoCs each algorithm
requires as well as the gain (in percentage) that the NLU-V versions have in comparison
to their RV32I counterpart. Additionally, the table depicts the number of clock cycles as a
metric of time and the flash memory consumption as a metric of the memory utilization
(code size) that each algorithm needs for its execution. Multiplying those metrics, Table 4
shows the TAP, which in its turn allows for showing the TAP gain of the NLU-V in
comparison to the RV32I versions of the algorithms.

Table 3. Performance comparison.

LoC Gain Time Flash Memory
LoCs in % (Clock Cycles) (Words)

PRESENT RV32I 349 0 42,862 593

PRESENT NLU-V 197 44 13,898 201

AES RV32I 298 0 25,824 542

AES NLU-V 228 23 19,056 234

Table 4. Time-area-product (TAP) gain.

Time-Area-Product (TAP) TAP Gain in %

PRESENT RV32I 25.4 × 106 0

PRESENT NLU-V 2.8 × 106 89

AES RV32I 14 × 106 0

AES NLU-V 4.5 × 106 68

5. Conclusions and Future Work

In this study, the 8-bit NLU ISE architecture presented by Engels et al. [3] is re-
designed and extended to a 32-bit NLU-V architecture with the RISC-V architecture in
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mind. The RISC-V implementation Icicle that implements the RV32I standard instruction
set of the RISC-V architecture is selected as the target implementation platform. Hence,
the RV32I standard instruction set is extended with the NLU-V instructions, which provide
accelerating instructions for non-linear and linear operations of block cipher algorithms.
Two cipher algorithms, the PRESENT and AES ciphers, are implemented in both the RISC-
V-only and the NLU-V versions. For the RISC-V-only versions, only the RV32I standard
instruction set is used, which is implemented by using Icicle. For the NLU-V versions,
the NLU-V instructions are used in addition to the standard instructions. For both ciphers,
the LoCs and TAP metrics show that one can achieve significant gain in terms of execution
time, flash memory usage, and LoCs.

Our future steps include improving the proposed hardware units to decrease the
hardware utilization and extend the case studies with further ciphers in order to include
novel standard algorithms. As a result of implementing such additional ciphers in the
NLU-V ISE, we may come across potential hardware modifications and optimizations to
address these ciphers better with some new NLU-V instructions, hence covering a larger
set of block ciphers.

In this work, a detailed analysis of the security implications of the NLU-V extension
and its potential vulnerabilities are beyond our scope. In order to protect the ISE against
side-channel-based physical attacks, masked architectures can be considered; however, we
omit this for this paper due to our lightweight focus. In future studies, we plan to provide
an evaluation of masked implementations of the NLU-V and report the corresponding
costs. Moreover, we plan to look into fault attacks on the NLU-V.
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