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Abstract: Breast cancer (BC) is a prevalent disease worldwide, and accurate diagnoses are vital
for successful treatment. Histopathological (HI) inspection, particularly the detection of mitotic
nuclei, has played a pivotal function in the prognosis and diagnosis of BC. It includes the detection
and classification of mitotic nuclei within breast tissue samples. Conventionally, the detection of
mitotic nuclei has been a subjective task and is time-consuming for pathologists to perform manually.
Automatic classification using computer algorithms, especially deep learning (DL) algorithms, has
been developed as a beneficial alternative. DL and CNNs particularly have shown outstanding
performance in different image classification tasks, including mitotic nuclei classification. CNNs
can learn intricate hierarchical features from HI images, making them suitable for detecting subtle
patterns related to the mitotic nuclei. In this article, we present an Enhanced Pelican Optimization
Algorithm with a Deep Learning-Driven Mitotic Nuclei Classification (EPOADL-MNC) technique
on Breast HI. This developed EPOADL-MNC system examines the histopathology images for the
classification of mitotic and non-mitotic cells. In this presented EPOADL-MNC technique, the
ShuffleNet model can be employed for the feature extraction method. In the hyperparameter tuning
procedure, the EPOADL-MNC algorithm makes use of the EPOA system to alter the hyperparameters
of the ShuffleNet model. Finally, we used an adaptive neuro-fuzzy inference system (ANFIS) for the
classification and detection of mitotic cell nuclei on histopathology images. A series of simulations
took place to validate the improved detection performance of the EPOADL-MNC technique. The
comprehensive outcomes highlighted the better outcomes of the EPOADL-MNC algorithm compared
to existing DL techniques with a maximum accuracy of 97.83%.

Keywords: medical imaging; artificial intelligence; bio-inspired algorithm; mitotic nuclei classification;
deep learning

1. Introduction

On a global scale, women are majorly impacted by breast cancer (BC), and it is the
second major cause of death after lung tumours. Ductal carcinoma in situ (DCIS) is a
common type of BC that occurs in milk ducts and cannot disseminate to other tissues [1];
invasive ductal carcinoma (IDC) can also occur in milk ducts, however may also spread
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to other nearby tissues; tubular carcinoma is a subcategory of IDC; medullary carcinoma
can be a heavy mass; and invasive lobular carcinoma (ILC) begins at the lobules for milk
production [2]. Various methods, namely biopsy, mammography, magnetic resonance
imaging (MRI), and ultrasound, can be employed to analyse these diseases [3]. In a
condition of biopsy, a part of the tissue is removed from the cancerous region, employing
surgical procedures or other techniques, namely fine needle aspiration (FNA), which is
further utilized to make a slide. Haematoxylin and Eosin (H&E) stains have been employed
on the tissues, but Haematoxylin turns nuclei blue, whereas the cytoplasm acquires a pink
colour because of Eosin [4]. WSI scanner has been utilized for integrating every analysis
of a tissue on a microscope (called High Power Fields (HPF)) into a single image named
Whole Slide Image (WSI). These images are exploited for further examination through
image processing methods and are simply transmitted and stored through the internet [5].

The number of mitoses is recognized as a better predictor by pathologists to measure
the aggressiveness of cancer [6]. Several cells divide meaning the cancer can be highly
aggressive. Mitosis includes four primary stages and the shape of a nucleus at every
stage moderately varies; however, it is more closely similar to the non-MCs. The count of
mitotic cells (MCs) in HI is one of the major three elements (the other two being nuclear
pleomorphism and tubule development) needed to develop computer-aided categorization
of BC tissue images [7]. This can be extremely difficult because the biological variability
of the MCs causes their highly complex identification. In addition to the development of
digital pathology, numerous computational systems are designed for automating patho-
logical efforts [8]. Current developments in deep convolutional neural networks (DCNNs)
and their desirable execution on image classification, identification, and segmentation are
augmented by their utilization in medical imaging issues. Recently, artificial intelligence
(AI) methods have had a significant effect on all domains of life and even in the medical
domain [9]. Most of the techniques have been recently automated and even utilized as
a second-opinion method in medical analysis. AI algorithms were designed earlier to
solve difficulties in the healthcare sector [10]. The identification of MC is automated by
employing AI methods, but it contains numerous problems. For instance, it is hard to
distinguish between normal cells’ and MCs’ absence of pathological information and the
applications of higher-resolution microscopes due to MCs’ morphological and texture
features, which can be the same as in healthy cells.

In this article, we present an Enhanced Pelican Optimization Algorithm with Deep Learning-
Driven Mitotic Nuclei Classification (EPOADL-MNC) technique on Breast Histopathology Images.
This developed EPOADL-MNC method examines the histopathology images for the classi-
fication of MCs and non-MCs. In the presented EPOADL-MNC technique, the ShuffleNet
model can be employed for the feature extraction method. For the hyperparameter tuning
procedure, the EPOADL-MNC model makes use of the EPOA system to adjust the hyper-
parameters of the ShuffleNet model. Finally, we used an adaptive neuro-fuzzy inference
system (ANFIS) for the classification and detection of mitotic cell nuclei on histopathology
images. A series of simulations took place to validate the improved detection performance
of the EPOADL-MNC technique. In short, the key contribution of the paper is summarized
as follows:

• An automated EPOADL-MNC technique comprising a ShuffleNet feature extractor,
EPOA-based hyperparameter tuning, and ANFIS classification model for mitotic nuclei
classification has been developed. To the best of our knowledge, the EPOADL-MNC
technique has never existed in the literature.

• This paper leverages the ShuffleNet model for feature extraction, which enables
the algorithm to learn intricate hierarchical features from histopathology images,
improving its ability to detect subtle patterns related to mitotic nuclei.

• The EPOADL-MNC employs the EPOA for fine-tuning the hyperparameters of the
ShuffleNet model. This optimization procedure enhances the model’s performance
and adaptability. Hyperparameter optimization using the EPOA algorithm and using
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cross-validation helps to boost the predictive outcome of the EPOADL-MNC model
for unseen data.

• This paper utilizes the ANFIS model for the final classification and detection of mitotic
cell nuclei in histopathology images. ANFIS combines fuzzy logic and neural networks
for accurate classification.

2. Related Works

Bhausaheb and Kashyap [11] designed a BC classification technique called the Shuf-
fled Shepherd Deer Hunting Optimizer-assisted DNN (SSDHO-based DNN) algorithm.
This method, SSDHO, has been designed by combining the Shuffled Deer Hunting Op-
timization Algorithm (DHOA) and Shepherd Optimizer Algorithm (SSOA). Now, CNN,
shape, and statistical features have been efficiently extracted from the segmentation of
blood cells. Sohail et al. [12] designed a novel DCNN-based Heterogeneous Ensemble
approach “DHE-Mit-Classifier”. Primarily, mitotic patches were classified and identified
into non-mitotic and mitotic nuclei employing this developed DHE-Mit-Classifier. The
five different DCNNs have been developed and employed as base classifiers. Multi-layer
perceptron (MCP) was utilized as a meta-classifier to establish an accurate and robust clas-
sifier. In [13], an optimization-based superpixel-clustering framework was presented. With
the help of superpixel with Grey Wolf Optimizer (GWO) and PSO methods, segmentation
could be executed following the normalization. Subsequently, feature extraction has been
performed by exploiting perimeter, eccentricity, circularity, colour autocorrelogram, GLCM,
Local Direction Ternary Pattern (LDTP), and solidity. Eventually, the SVM technique can
be employed.

Sampath and Srinath [14] introduced a novel technique named “Hybrid CNN”, inte-
grating the Sine Cosine Algorithm (SCA) in addition to the TL method. This framework
utilizes a TL approach. The hyperparameters are established by applying SCA, which can
be employed in the VGG16 framework. ImageNet was implemented for pre-training the
network and the final three convolutional layers that can be trained using the TL method.
Wang et al. [15] implemented a BC-HPI classification that depends on deep-FF and an
improved routing (FE-BkCapsNet) framework. Initially, a new architecture with dual
channels incorporating spatial and semantic features into novel capsules was developed.
Subsequently, routing coefficients have been enhanced adaptably and indirectly by adjust-
ing the loss function as well as embedding the routing method into a complete optimizer
approach. In [16], hand-crafted feature extraction methods (colour histogram, Haralick
textures, and Hu moment) and the DNN algorithm are utilized for multi-classification BC,
applying HPIs on the BreakHis database. The feature extraction utilizing the hand-crafted
methods was implemented for training the DNN algorithms with SoftMax and four dense
layers. Kausar et al. [17] implemented a novel DL-based algorithm for breast H&E-stained
breast HPIs. In this work, the colour normalization technique and feature extraction scheme
were utilized for pre-processing. Additionally, deep feature computation with DCNN and
classification with different deep classifiers are also described. Botlagunta et al. [18] pre-
sented a non-invasive BC classification approach. To determine the statistical importance of
the databases, the Welch Unpaired t-test is exploited. Text-mining architecture from EMR
makes it simpler to discrete the blood profile information and recognize MBC patients.

Huang et al. [19] present a new multi-task segmentation network which combines
background and contour segmentation with the nuclei segmentation process and generates
further accurate segmentation outcomes. The convolutional and attention components
have been combined with the model to enhance its global focus and improve segmen-
tation outcomes indirectly. Wang et al. [20] examine a generalizable and robust mitosis
detection approach (named FMDet) that is independently tested on multi-centre breast
histopathological images. To capture additional refined morphological features of cells, the
authors transform the object detection task as a semantic segmentation issue. In [21], the
SMDetector is presented, and it is a DL approach used to detect smaller objects like mitotic
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and non-mitotic nuclei. This method utilizes dilated layers from the backbone to prevent
smaller objects from disappearing in the deep layers.

A significant research gap in the domain of DL-driven mitotic nuclei classification on
breast histopathology images is the imperative need for systematic hyperparameter tuning.
DL models are highly sensitive to the values of hyperparameters, including learning rates,
batch sizes, and network architectures. In the context of mitotic nuclei classification, the
optimal combination of hyperparameters can dramatically impact the model’s ability to
detect and classify these crucial cellular structures accurately. Effective hyperparameter
tuning methods tailored to the nuances of the histopathology image analysis task are
essential to unlock the full potential of DL algorithms, and addressing this gap is paramount
for achieving the highest levels of accuracy and reliability in breast cancer diagnosis.

3. The Proposed Model

In this study, we have presented the EPOADL-MNC system for automated mitotic
nuclei classification. A goal of the presented EPOADL-MNC algorithm depends on the
examination of the histopathology images for the classification of MC and non-MCs. In
the presented EPOADL-MNC technique, the ShuffleNet feature extractor, EPOA-based
parameter tuning, and ANFIS classifier are involved. Figure 1 depicts the workflow of the
EPOADL-MNC algorithm.
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3.1. Stage I: ShuffleNet Model

The ShuffleNet architecture can be employed for processing feature extraction. We
applied the ShuffleNet, and a remarkably efficient DL structure was implemented. Based
on the hardware (computational resource), we employed the ShuffleNetv1 version of the
pretrained ShuffleNet architecture to obtain improved results with lower computation
costs [22]. In contrast with typical CNN, the presented architecture is deeper than with
fifty learnable layers, viz., an FC layer, one convolution (Conv) layer, and forty-eight
group convolutional layers. The framework has an overall 172 layers, containing 49 BN
layers, one maximum pooling layer, four average pooling layers, 33 rely layers, a classifi-
cation layer, and a SoftMax layer. The architecture uses four pooling layers to lessen the
computation difficulty.

The initial layer is the input layer, and input images of size 224 × 224 (ECG trace
image, chest radiograph, and CT scan) are used for processing. To create the mapping
feature, the initial Conv layer is applied to extract the features at the input image of size
224 × 224 by using 24 filters (kernels) of size 3 × 3 with a stride of 2× 2. The output of the
mapping feature (Conv layers) is computed by using Equation (1):

s(i, j) = (I × K)(i, j) = ∑n ∑m I(m, n)K(i−m, j− n) (1)

where the kernel of the existing Conv layer is K. The output feature mapping can
be represented as s, and the input image can be represented as i. The output of size
o = ((i− k) + 2p)/(s + 1) is generated after using an operation on the input images, where
i refers to the input, p means padding, and k denotes kernel size.

The ShuffleNet component with a stride (shift) of 2× 2 provides resultant feature maps
of the initial Conv layer. The ShuffleNet module includes three Conv functions, namely
3 × 3 depth-wise convolutions and two 1 × 1 point-wise group convolutions. Followed by
channel shuffle operation, BN, and ReLU function, the initial point-wise group convolution
is performed. ReLU function is used since it is straightforward and efficient.

f (x) =
{

0, x < 0
x, x ≤ 0

(2)

ReLU is used to deactivate the neuron (set neurons to 0) at negative values and activate
neurons with positive values. Followed by BN, the second and third Conv functions
include 3 × 3 depth-wise convolutional layers and a 1 × 1 point-wise group convolutional
layer. On the shortcut path, the architecture has a three-by-three average pooling. The
module comprises 16 successive ShuffleNet modules and 50 layers, all of which provide
trained feature maps. In addition, this layer performs feature extraction. This feature
map is submitted to FC, and SoftMax activation is used for determining the classification
probability utilized by the last classification layer. The working of the FC layer is shown in
Equation (3).

ai = ∑m×n−1
j=0 wij × xi + bi (3)

In Equation (3), the depth height, index of FC, and width layers are represented as d,
n, i, and m. The output index of the FC layer is i. Moreover, b and w characterize the bias
and weights, correspondingly.

3.2. Stage II: EPOA-Based Hyperparameter Optimizer

The EPOA-based hyperparameter tuning process is implemented for the ShuffleNet
model. POA emulates the evolutionary process in an ecosystem by considering pelicans
as individual members of the population [23]. Every member provides optimization
suggestions and represents a potential solution, which is based upon setting the difficult
variables to the position of every pelican from the search region. During the initialization
of the population, every individual is initialized arbitrarily within the lower as well as
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upper boundaries of the search problem to ensure the global searching capability and the
diversity of the population as follows.

x(i,j) = lj + rand ·
(
uj − lj

)
, i = 1, 2, . . . , N, j = 1, 2, . . . , m (4)

In Equation (4), the variable χi,j denotes the value of the jth parameter in the ith

candidate solution. N refers to the overall amount of individuals in the population. m
is the no. of problem variables, representing a number of parameters or features to be
enhanced. lj and uj variables are the lower as well as upper boundaries of the jth variables,
correspondingly, and such boundaries are substantial to control the range of solution space.

The POA stimulates the behaviours and tactics that pelicans use while hunting and
attacking the target to update possible solutions. Initially, the tactics through which pelican
members approach once they spot prey are simulated as follows.

xP1
i,j =

{
xi,j+rand·(pj−I·xi,j)

, i f Fp < Fi

xi,j+rand·(xi,j−pj)
, else

(5)

Based on Equation (6), we can observe the significance of parameter xP1
i , representing

the updated position of the pelican in the jth dimension owing to this stage 1 that can be
ith pelicans. I is a random integer that ranges within [0, 1]. Moreover, the parameter pj is
used to represent the location of prey in the jth parameter, and Fp shows the value of the
objective function. By integrating Equation (6), we are capable of simulating and modelling
these processes effectively.

Xi =

{
XP1

i , i f FP1
i < Fi

Xi, else
(6)

where the objective function value obtained during stage 1 is represented as FP1
i , and the

updated status of the ith pelican after stage 1 is XP1
i .

The computed formula gives the means to analyse and simulate the hunting be-
haviours of individual pelicans. When collected through the pouch on its neck, the individ-
ual pelican works as a storing function for fish when hunting begins.

xP2
i,j = xi,j + R ·

(
1− t

T

)
· (2 · rand− 1) · xi,j (7)

where the updated status of ith pelican at jth parameter is XP2
i,j , which relies on phase 2. R is

a constant fixed at 0.2, and the radius of close vicinity around xi,j is R · (1− t/T). Now, t
and T are the iteration and the maximum iteration counter. In this phase, the concept of
effective updating, as shown in Equation (8), is used to decide whether the new location of
the pelican needs to be rejected or accepted.

Xi =

{
XP2

i , i f FP2
i < Fi

Xi, else
(8)

where the value of the objective function attained during phase 2 is FP2
i , while the new

position of the ith pelican after phase 2 is XP2
i .

The first location of the population in the search range is allocated consistently to in-
crease the search effectiveness and global search capability of the algorithm. Different from
the typical POA technique that randomly initializes the population and may decline the
population diversity, it uses logistic-sine chaotic mapping for the initialization population.

The logistic-sine chaotic map fuses the features of sine and logistic mapping. This
can differ from logical and sinusoidal maps since it has large chaotic intervals. It ensures
the randomness of individuals within the population by generating a primary population,
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which can be allocated at random through the logistic sine map. Equation (11) through (13)
provides the arithmetical formulation for the logistic-sine mapping, the logistic mapping,
and the sine mapping, correspondingly.

Zi+1 = µZi(1− Zi) (9)

Zi+1 = sin
(
πZj

)
(10)

Zi+1 =

(
µZi(1− Zi) +

(4− µ)sin(πZi)

4

)
(mod1) (11)

Here, a sequence of numbers produced at random is Z and a multiplier of chaos is µ.
Sine and logistic mappings are defined explicitly in Equations (11) and (12), correspondingly.
The mathematical representation of logistic-sine mapping is shown in Equation (13).

xi = lb + (ub − lb) ∗ Zj (12)

According to the Levy flight-based jumps, the balance between exploitation and
exploration is obtained, and it enables individuals to catch a number of fish during hunting.
The non-Gaussian stochastic model is Levy’s flight, otherwise called Levy motion, which
carries out random walking attained in Levy stabilization. This distribution describes the
power law equation L(s) ∼ |s|−l−β , in which 0 < β < 2 signifies an index and s means the
step length. The step length can be determined by

s =
u

|v|
1
β .

(13)

where uniform distribution serves as a source for u and v.

uN
(

0, σ2
u

)
, vN

(
0, σ2

v

)
(14)

where

σu =

 Γ(1 + β)× sin
(

πβ
2

)
Γ
(

1+β
2

)
× β× 2

(
β−1

2

)


1
β

, σv = 1 (15)

while the Levy function is added in this work. The updated location of the pelican can be
computed using the following expression:

Xj =

{
XP2

i + α⊕ Levy, i f FP2
i < Fi

Xi, else
(16)

where

α = 0.01× s×
(

XP2
i − Xbesi

)
(17)

The EPOA method refers to an FF to obtain higher proficiency in classification. It
determines the positive integer to signify the best efficiency of the solution candidate. The
failure of the classifier error rate can be assumed as an FF.

f itness(xi) = Classi f ierErrorRate(xi)=
no.o f misclassi f ied samples

Total no.o f samples
∗ 100 (18)

3.3. Stage III: ANFIS Classifier

For the classification process, the ANFIS model can be used. The neuro-fuzzy model
is ANFIS, which exploits the implication features of FL and the learning capability of ANN.
This can have considerable benefits as it uses the strengths of both ANNs and FL [24].
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The antecedent and the conclusion are two parts of ANFIS. IF-THEN fuzzy procedures
determine whether both parts could be mutually interconnected. Figure 2 demonstrates
the infrastructure of ANFIS. The ANFIS comprises five layers.
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Layer 1 is named the fuzzification layer. Here, the MF is utilized, and a fuzzy set
is attained from the input value using MF. The parameters in the MF architecture have
been named antecedent parameters. The shapes of MF were designed in accordance with
the values of these parameters. The membership function has a membership degree. The
membership degree takes a value within [0, 1]. When the generalization Bell function can
be utilized as an MF, the membership degree is evaluated via the following expression:

µAi (x) = gbellm f (x, a, b, c) =
1

1 +
∣∣ x−c

a

∣∣2b (19)

O1
1 = µAi (x) (20)

Layer 2 is named as a rule layer. Firing strength is found for all the rules. In
the prior layer, the membership values found are utilized in the computation of firing
strength. By multiplying the membership value, the firing strength (w) value is found
using Equation (21):

O2
1 = wi = µAi (x) ∗ µBi (y), i = 1, 2. (21)

Layer 3 can be called the normalization layer. Normalized firing strength is evaluated

using all the rules. Normalized firing strength
−
wi is evaluated via the following equation:

O3
1 =

−
wi =

wi
w1 + w2 + w3 + w4

, i ∈ {1, 2, 3, 4} (22)
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Layer 4 is referred to as the defuzzification layer. The resultant values of all the rules
are evaluated. A first-order polynomial and normalized firing strength are utilized for
calculating the output for all the rules.

O4
1 =

−
wi fi =

−
wi(pix + qiy + ri) (23)

Layer 5 is named the summation layer. In the defuzzification layer, the original
outcome of ANFIS can be accomplished by summing the output for all the rules.

O5
1 = ∑i

−
wi fi =

Σiwi fi
Σiwi

(24)

4. Results and Discussion

The proposed model is simulated using the Python 3.8.5 tool. The proposed model is
experimented on PC i5-8600k, GeForce 1050Ti 4 GB, 16 GB RAM, 250 GB SSD, and 1 TB
HDD. In this section, the investigational analysis of the EPOADL-MNC technique could be
applied to the histopathological image dataset [25], including 150 images, as represented in
Table 1. The database includes 75 mitosis and 75 non-mitosis images.

Table 1. Details on database.

Class No. of Images

Mitosis 75
Non-mitosis 75

Total No. of Images 150

Figure 3 illustrates the confusion matrices made by the EPOADL-MNC algorithm
with 80:20 and 70:30 of the TR phase/TS phase. The outcomes demonstrate the efficient
detection of the mitosis and non-mitosis samples in all classes.
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In Table 2 and Figures 4 and 5, the mitosis nuclei classifier outcomes of the EPOADL-
MNC technique with 80:20 of the TR phase/TS phase are shown. The simulation outcome
signifies that the EPOADL-MNC system properly recognizes the mitosis and non-mitosis
samples. On 80% of the TR phase, the EPOADL-MNC technique classifies mitosis samples
with an accuy of 95.00%, precn of 100.00%, recal of 95.00%, Fscore of 97.44%, MCC of 95.12%,
and Gmeasure of 97.47%. Moreover, on 20% of the TS phase, the EPOADL-MNC approach
classifies mitosis samples with an accuy of 93.33%, precn of 100.00%, recal of 93.33%, Fscore
of 96.55%, MCC of 93.54%, and Gmeasure of 96.61%.

Table 2. Mitosis nuclei classifier analysis of EPOADL-MNC system in 80:20 of TR phase/TS phase.

Class Accuy Precn Recal FScore MCC GMeasure

TR Phase (80%)

Mitosis 95.00 100.00 95.00 97.44 95.12 97.47
Non-mitosis 100.00 95.24 100.00 97.56 95.12 97.59

Average 97.50 97.62 97.50 97.50 95.12 97.53

TS Phase (20%)

Mitosis 93.33 100.00 93.33 96.55 93.54 96.61
Non-mitosis 100.00 93.75 100.00 96.77 93.54 96.82

Average 96.67 96.88 96.67 96.66 93.54 96.72
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In Table 3 and Figures 6 and 7, the mitosis nuclei classifier analysis of the EPOADL-
MNC methodology with 70:30 of the TR phase/TS phase is given. The achieved values
indicate that the EPOADL-MNC system correctly recognizes the mitosis and non-mitosis
samples. On 70% of the TR phase, the EPOADL-MNC model classifies mitosis samples
with an accuy of 94.34%, precn of 92.59%, recal of 94.34%, Fscore of 93.46%, MCC of 86.68%,
and Gmeasure of 93.46%. According to 30% of the TS phase, the EPOADL-MNC method
classifies mitosis samples with an accuy of 100%, precn of 95.65%, recal of 100%, Fscore of
97.78%, MCC of 95.65%, and Gmeasure of 97.80%.

Table 3. Mitosis nuclei classifier outcome of EPOADL-MNC model at 80:20 of TR phase/TS phase.

Class Accuy Precn Recal FScore MCC GMeasure

TR Phase (70%)

Mitosis 94.34 92.59 94.34 93.46 86.68 93.46
Non-mitosis 92.31 94.12 92.31 93.20 86.68 93.21

Average 93.32 93.36 93.32 93.33 86.68 93.34

TS Phase (30%)

Mitosis 100.00 95.65 100.00 97.78 95.65 97.80
Non-mitosis 95.65 100.00 95.65 97.78 95.65 97.80

Average 97.83 97.83 97.83 97.78 95.65 97.80
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To compute the effectiveness of the EPOADL-MNC system in 70:30 of the TR phase/TS
phase, accuy curves of TRA and TES are described and depicted in Figure 8. These accuy
curves, TR and TS, depict the analysis of the EPOADL-MNC method over numerous epochs.
This figure provides important details about the learning processes and generalization
capabilities of the EPOADL-MNC technique. A higher epoch count means that the accuy
curves of TES and TRA are enhanced. The EPOADL-MNC method provides a higher
testing accuracy that can identify the patterns in the datasets of TRA and TES.
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Figure 9 displays the comprehensive TRA and TES loss values of the EPOADL-MNC
system at 70:30 of the TR phase/TS phase over epochs. This TRA loss displays that the
model loss can be lesser over epochs. Generally, the loss values can be decreased as the
model varies the weight to decrease the prediction error for the data of TRA and TES.
These loss curves pointed out the level of how a model is fitted to the training database.
This could be seen from the TRA and TES loss, which was progressively minimized and
demonstrated that the EPOADL-MNC approach efficaciously learned the patterns shown
in the TRA and TES data, as well as adjusted the parameters for lessening the differences
between the original and predictive training labels.

The PR effectiveness of the EPOADL-MNC approach in 70:30 of the TR phase/TS
phase can be represented via plotting PR, as represented in Figure 10. These obtained values
pointed to the EPOADL-MNC system obtaining higher PR analysis in each class. This figure
shows that the model learns to distinguish numerous class labels. The EPOADL-MNC
algorithm accomplishes improved outcomes with the identification of positive instances
and reduced false positives.
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Figure 11 displays the ROC curves given by the EPOADL-MNC algorithm in 70:30
of the TR phase/TS phase, which can provide the capability to differentiate each class.
This figure indicates valued insights into trade-offs amongst the FPR and TPR rates over
numerous classification epochs and thresholds. This provides the correct predicted outcome
of EPOADL-MNC methodology in the categorization of distinct classes.
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The enhanced effectiveness of the EPOADL-MNC methodology on the mitotic nuclei
cell classification process is compared with other models in Table 4 [26]. Figure 12 repre-
sents the comparison analysis of the EPOADL-MNC system with other methodologies
for accuy and precn. The attained outcome stated that the EPOADL-MNC model gains
better performance over other systems. Based on accuy, the EPOADL-MNC technique
offers an increased accuy of 97.83% while the AHBATL-MNC, DHE-Mit, DenseNet201,
Inceptionv3, ResNext50, and VGG16 methodologies provide decreased accuy values of
96.77%, 85.23%, 83.96%, 78.54%, 77.48%, and 74.72%, respectively. Also, based on precn,
the EPOADL-MNC approach attains a higher precn of 97.83% while the AHBATL-MNC,
DHE-Mit, DenseNet201, Inceptionv3, ResNext50, and VGG16 systems provide decreased
precn values of 96.77%, 84.45%, 83.20%, 77.51%, 76.20%, and 73.93%, respectively.

Table 4. Comparison outcome of EPOADL-MNC algorithm with recent models.

Methods Accuy Precn Recal FScore

EPOADL-MNC 97.83 97.83 97.83 97.78
AHBATL-MNC 96.77 96.77 96.77 96.67

DHE-Mit 85.23 84.45 75.26 77.33
DenseNet201 83.96 83.20 73.85 76.38
Inception-V3 78.54 77.51 68.18 70.64

ResNext50 77.48 76.20 66.73 69.49
VGG-16 74.72 73.93 65.00 67.66

Figure 13 signifies the comparative outcome of the EPOADL-MNC approach with
recent systems in terms of recal and Fscore. The outcomes implied that the EPOADL-
MNC technique attains improved performance over other approaches. According to
recal , the EPOADL-MNC approach offers a higher recal of 97.83% while the AHBATL-
MNC, DHE-Mit, DenseNet201, Inceptionv3, ResNext50, and VGG16 systems provide
lesser recal values of 96.77%, 75.26%, 73.85%, 68.18%, 66.73%, and 65%, correspondingly.
Moreover, based on Fscore, the EPOADL-MNC approach offers an enhanced Fscore of 97.78%,
while the AHBATL-MNC, DHE-Mit, DenseNet201, Inceptionv3, ResNext50, and VGG16
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algorithms provide minimal Fscore values of 96.77%, 77.33%, 76.38%, 70.64%, 69.49%, and
67.66%, correspondingly.
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These performances confirmed the optimum outcome of the EPOADL-MNC system in
the classification of mitotic cells. The maximum solution of the EPOADL-MNC method can
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be attributed to its holistic model which optimizes several facets of the mitotic nuclei classi-
fication model. By seamlessly combining DL, advanced feature extraction with ShuffleNet,
hyperparameter tuning by EPOA, and precise classification utilizing the ANFIS approach,
the EPOADL-MNC systematically addresses the challenges of breast histopathology image
analysis. The fine-tuned hyperparameters, specially tailored to the ShuffleNet approach,
ensure that relevant features can be effectually extracted. This is integrated with the capa-
bility of ANFIS to offer accurate classifications and performances in a synergistic group
of modules that collectively contribute to a remarkable 97.83% accuracy rate, surpassing
recent DL approaches and underlining the model’s comprehensive efficiency in mitotic
nuclei detection and classification.

5. Conclusions

In this article, we have designed the EPOADL-MNC technique for automated mitotic
nuclei classification. The aim of the EPOADL-MNC system is presented in the examination
of the histopathology images for the classification of MCs and non-MCs. In the presented
EPOADL-MNC technique, the ShuffleNet feature extractor, EPOA-based parameter tuning,
and ANFIS classifier are involved. Primarily, the ShuffleNet model can be employed for
processing feature extraction. For the hyperparameter tuning procedure, the EPOADL-
MNC technique makes use of the EPOA approach to vary the hyperparameters of the
ShuffleNet model. Finally, the ANFIS approach has been employed for the detection and
classification of mitotic cell nuclei on HI. The series of simulations took place to validate the
superior detection outcomes of the EPOADL-MNC model. The comprehensive outcomes
emphasized the better outcome of the EPOADL-MNC system related to DL methods.
In future work, the EPOADL-MNC model can be extended to accommodate multi-class
classification to address a wider range of cellular structures in histopathology images.
Additionally, exploring the integration of real-time image acquisition systems for more
immediate and dynamic breast cancer diagnosis is a promising avenue, enhancing the
model’s applicability in clinical settings.

Author Contributions: Conceptualization, F.A. and M.M.A.; Methodology, F.A., F.A.A., R.M. and
A.S.; Software, R.M.; Validation, F.A.A., R.M., M.M.A. and A.S.; Investigation, F.A.; Resources,
A.S.; Data curation, A.Q.A.H.; Writing—original draft, F.A., F.A.A., A.Q.A.H., M.M.A. and A.S.;
Writing—review & editing, F.A., F.A.A., A.Q.A.H., R.M., M.M.A. and A.S.; Visualization, A.Q.A.H.;
Project administration, M.M.A.; Funding acquisition, F.A. All authors have read and agreed to the
published version of the manuscript.

Funding: The authors extend their appreciation to the Deanship of Scientific Research at King
Khalid University for funding this work through large group Research Project under grant number
(RGP2/185/44). Princess Nourah bint Abdulrahman University Researchers Supporting Project
number (PNURSP2023R77), Princess Nourah bint Abdulrahman University, Riyadh, Saudi Arabia.
Research Supporting Project number (RSPD2023R838), King Saud University, Riyadh, Saudi Arabia.
This study is partially funded by the Future University in Egypt (FUE).

Institutional Review Board Statement: Not applicable.

Data Availability Statement: Data sharing does not apply to this article as no datasets were produced
in the current study.

Conflicts of Interest: The authors declare that they have no conflict of interest. The manuscript
was written with contributions from all authors. All authors have approved the final version of
the manuscript.

References
1. Syam, S.; Pushpalatha, K.P. Machine Learning Based Classification and Grading of Breast Cancer. In Proceedings of the 2023

International Conference on Innovations in Engineering and Technology (ICIET), Kerala, India, 13 July 2023; pp. 1–5.
2. Zainudin, Z.; Shamsuddin, S.M.; Hasan, S. Deep layer convolutional neural network (CNN) Architecture for breast cancer

classification using histopathological images. In Machine Learning and Big Data Analytics Paradigms: Analysis, Applications and
Challenges; Springer: Cham, Switzerland, 2021; pp. 347–364.



Biomimetics 2023, 8, 538 18 of 18

3. Razavi, S.; Khameneh, F.D.; Nouri, H.; Androutsos, D.; Done, S.J.; Khademi, A. Minugan: Dual segmentation of mitoses and
nuclei using conditional gans on multi-centre breast h&e images. J. Pathol. Inform. 2022, 13, 100002. [PubMed]

4. Mandair, D.; Reis-Filho, J.S.; Ashworth, A. Biological insights and novel biomarker discovery through deep learning approaches
in breast cancer histopathology. NPJ Breast Cancer 2023, 9, 21. [CrossRef] [PubMed]

5. Mehak, S.; Ashraf, M.U.; Zafar, R.; Alghamdi, A.M.; Alfakeeh, A.S.; Alassery, F.; Hamam, H.; Shafiq, M. Automated Grading of
Breast Cancer Histopathology Images Using Multilayered Autoencoder. Comput. Mater. Contin. 2022, 71, 3407–3423. [CrossRef]

6. Das, A.; Mohanty, M.N.; Mallick, P.K.; Tiwari, P.; Muhammad, K.; Zhu, H. Breast cancer detection using an ensemble deep
learning method. Biomed. Signal Process. Control 2021, 70, 103009. [CrossRef]

7. Rauf, Z.; Sohail, A.; Khan, S.H.; Khan, A.; Gwak, J.; Maqbool, M. Attention-guided multi-scale deep object detection framework
for lymphocyte analysis in IHC histological images. Microscopy 2023, 72, 27–42. [CrossRef]

8. Khikani, H.A.; Elazab, N.; Elgarayhi, A.; Elmogy, M.; Sallah, M. Breast cancer classification based on histopathological images
using a deep learning capsule network. arXiv 2022, arXiv:2208.00594.

9. Rashmi, R.; Prasad, K.; Udupa, C.B.K. Region-based feature enhancement using channel-wise attention for classification of breast
histopathological images. Neural Comput. Appl. 2023, 35, 5839–5854. [CrossRef]

10. Labrada, A.; Barkana, B.D. Breast cancer diagnosis from histopathology images using supervised algorithms. In Proceedings of the 2022
IEEE 35th International Symposium on Computer-Based Medical Systems (CBMS), Shenzhen, China, 21–22 July 2022; pp. 102–107.

11. Bhausaheb, D.P.; Kashyap, K.L. Shuffled Shepherd Deer Hunting Optimization based Deep Neural Network for Breast Cancer
Classification using Breast Histopathology Images. Biomed. Signal Process. Control 2023, 83, 104570. [CrossRef]

12. Sohail, A.; Khan, A.; Nisar, H.; Tabassum, S.; Zameer, A. Mitotic nuclei analysis in breast cancer histopathology images using
deep ensemble classifier. Med. Image Anal. 2021, 72, 102121. [CrossRef]

13. Saturi, R.; Chand Parvataneni, P. Histopathology breast cancer detection and classification using optimized superpixel clustering
algorithm and support vector machine. J. Inst. Eng. Ser. B 2022, 103, 1589–1603. [CrossRef]

14. Sampath, N.; Srinath, N.K. Breast cancer detection from histopathological image dataset using hybrid convolution neural network.
Int. J. Model. Simul. Sci. Comput. 2023, 2441003. [CrossRef]

15. Wang, P.; Wang, J.; Li, Y.; Li, P.; Li, L.; Jiang, M. Automatic classification of breast cancer histopathological images based on deep
feature fusion and enhanced routing. Biomed. Signal Process. Control 2021, 65, 102341. [CrossRef]

16. Joseph, A.A.; Abdullahi, M.; Junaidu, S.B.; Ibrahim, H.H.; Chiroma, H. Improved multi-classification of breast cancer histopatho-
logical images using handcrafted features and deep neural network (dense layer). Intell. Syst. Appl. 2022, 14, 200066. [CrossRef]

17. Kausar, T.; Ashraf, M.A.; Kausar, A.; Riaz, I. Convolution neural network-based approach for breast cancer type classification. In
Proceedings of the 2021 International Bhurban Conference on Applied Sciences and Technologies (IBCAST), Islamabad, Pakistan,
12–16 January 2021; pp. 407–413.

18. Botlagunta, M.; Botlagunta, M.D.; Myneni, M.B.; Lakshmi, D.; Nayyar, A.; Gullapalli, J.S.; Shah, M.A. Classification and diagnostic
prediction of breast cancer metastasis on clinical data using machine learning algorithms. Sci. Rep. 2023, 13, 485. [CrossRef] [PubMed]

19. Huang, X.; Chen, J.; Chen, M.; Wan, Y.; Chen, L. FRE-Net: Full-region enhanced network for nuclei segmentation in histopathology
images. Biocybern. Biomed. Eng. 2023, 43, 386–401. [CrossRef]

20. Wang, X.; Zhang, J.; Yang, S.; Xiang, J.; Luo, F.; Wang, M.; Zhang, J.; Yang, W.; Huang, J.; Han, X. A generalizable and robust deep
learning algorithm for mitosis detection in multicenter breast histopathological images. Med. Image Anal. 2023, 84, 102703. [CrossRef]

21. Khan, H.U.; Raza, B.; Shah, M.H.; Usama, S.M.; Tiwari, P.; Band, S.S. SMDetector: Small mitotic detector in histopathology images
using faster R-CNN with dilated convolutions in the backbone model. Biomed. Signal Process. Control 2023, 81, 104414. [CrossRef]

22. Ullah, N.; Khan, J.A.; El-Sappagh, S.; El-Rashidy, N.; Khan, M.S. A holistic approach to identify and classify COVID-19 from chest
radiographs, ECG, and CT-scan images using shufflenet convolutional neural network. Diagnostics 2023, 13, 162. [CrossRef]

23. Wang, Z.; Duan, J.; Xu, H.; Song, X.; Yang, Y. Enhanced Pelican Optimization Algorithm for Cluster Head Selection in Heteroge-
neous Wireless Sensor Networks. Sensors 2023, 23, 7711. [CrossRef]
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