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Abstract: The number of collision fatalities is one of the main quantification measures for research
concerning wind power impacts on birds and bats. Despite being integral in ongoing investigations
as well as regulatory approvals, the state-of-the-art method for the detection of fatalities remains
a manual search by humans or dogs. This is expensive, time consuming and the efficiency varies
greatly among different studies. Therefore, we developed a methodology for the automatic detection
using visual/near-infrared cameras for daytime and thermal cameras for nighttime. The cameras
can be installed in the nacelle of wind turbines and monitor the area below. The methodology is
centered around software that analyzes the images in real time using pixel-wise and region-based
methods. We found that the structural similarity is the most important measure for the decision about
a detection. Phantom drop tests in the actual wind test field with the system installed on 75 m above
the ground resulted in a sensitivity of 75.6% for the nighttime detection and 84.3% for the daylight
detection. The night camera detected 2.47 false positives per hour using a time window designed
for our phantom drop tests. However, in real applications this time window can be extended to
eliminate false positives caused by nightly active animals. Excluding these from our data reduced the
false positive rate to 0.05. The daylight camera detected 0.20 false positives per hour. Our proposed
method has the advantages of being more consistent, more objective, less time consuming, and less
expensive than manual search methods.

Keywords: bird; bat; automatic fatality detection; camera system; NIR; LWIR; image processing;
background subtraction; region based; structural similarity

1. Introduction

All bat and many wild bird species are protected by EU directives because they are
threatened. The bats are all listed in Annex IV and II of the Habitats Directive [1]. This
means that member states must undergo steps to maintain, restore and possibly enlarge
their natural population [2]. The bird species belonging to Annex 1 of the EU Birds
Directive [3] are particularly threatened and it is consequently forbidden to kill or disturb
them, so EU member states have to conserve their territories. At the same time, there is
significant evidence that birds [4] and bats [5,6] are systematically killed by wind turbines
due to the turning rotor. They are either hit or suffer from barotrauma because of the
quick pressure changes produced by the rotor blades [7]. This can lead to depletion of
their population and, in the worst case, contribute to their extinction. But at the same time,
the upcoming climate crisis and our worldwide demand for energy make wind power
essential for the future in energy production. Thus mankind has to deal with the conflict
between species protection and sustainable energy production. It is also important to keep
in mind that the climate crisis itself endangers these species, though in a different manner.

However, there are many attempts to mitigate the collision risk for bats and birds.
Wind turbines are turned off at times when the animals are usually active. But that is a
drawback for the producers and therefore justifies research for more advanced methods.
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Some are already in legal use like Probat [8] in Germany, which is a model-based approach
for estimating the risk based on sensors. Others are still under investigation like ultrasonic
deterrents for bats [9], painted rotor blades for birds [10] and many more. To evaluate the
effectiveness of these methods, it is crucial to know the number of individuals being killed.
Furthermore, already existing methods may have to be re-evaluated or updated for the
use in different countries with different legal situations, species composition, or habitats.
In the Black Sea cost region, e.g., the first results on bat fatalities was published in 2020 [11].
Especially with the development of wind farms in new regions which are not covered
by existing knowledge, the impacts on wildlife are still under investigation [12] and the
number of fatalities is an essential measure. The same holds for research of special species,
e.g., Barbastelle bats in Sweden [13]. Also, governments include the searching for carcasses
in their guidelines for developing new wind parks, e.g., the Canadian Wildlife Service [14].
Summing it up, there are many investigations going on worldwide concerning the wind
power impacts on birds and bats and a majority of them uses the number of fatalities as
the main quantification measure.

State of Research

The state of research method for detecting bat and bird fatalities is a manual search
carried out by humans or trained dogs. They search the field in defined spatial patterns and
time intervals. These methods are expensive, because they need intensive scheduled visits
of the facility. Furthermore, the results vary strongly depending on the search habits of the
human or dog, meaning searches are difficult to compare and hardly reproducible. While
the detection rate was shown to be better using dogs rather than humans [15], there is still
the risk of missing fatalities if the carcasses are carried away by scavengers before the search
takes place [16]. According to [17], this effect becomes more obvious with longer search
intervals. For these reasons, a 24 h surveillance system would be desirable. One attempt
at a technical solution is in the project B-finder [18]. They use rings with thermal cameras
filming 360° around the tower in three different heights for detecting falling objects. This
requires a minimum of 48 thermal cameras, which leads to an expensive hardware cost.
Up to the date of this publication, there are no results known to us. Apart from B-finder,
there is no automatic fatality detection system/methodology for birds or bats known to
the authors.

2. Methods
2.1. Basic Concept

Our concept provides a comparably cheap and practicable solution that is easy to
implement and able to operate 24/7. The basic idea is a camera system sensing the area
below the wind turbine and image processing algorithms analyzing the data. These al-
gorithms compare images at different times around a potential strike event. To properly
identify a strike, the contrast between foreground and background has to be sufficient
and the images have to be well aligned to each other. Because the nacelle is moving,
this presents a challenge and is addressed in detail in Section 2.5. The camera system is
based on two different cameras: a visual camera for daytime and a thermal camera for
nighttime. As birds are more frequently affected during the day, we use a multispectral
VIS-NIR (visual-near infrared) camera, referred to as VIS camera in the following sections.
Depending on the background, a filter is used to maximize the contrast. This is shown in
Section 2.3.1. Bats are more frequently found around wind turbines between dusk and
dawn, so we additionally use a thermal LWIR (long-wave infrared) camera.

The detection algorithms for both cameras have the same basic routines, which will be
described together in the following sections. Differences which occur due to the different
camera physics (mainly concerning the resolution and the automatic gain control of the
thermal camera) will be pointed out explicitly.

Figure 1 gives a rough overview of the image processing steps that have to be un-
dertaken to get the final result. Firstly, the images are organized in a first-in first-out
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stack with a fixed number of images per camera. Then, images are aligned to ensure they
can be compared on a pixel-by-pixel basis. The last preprocessing step is to adjust the
brightness, taking advantage of experimental knowledge about the signal-to-noise ratios.
Then, a pixel-wise score is calculated and the pixels are separated by a threshold to find
regions with a higher probability of being a potential fatality. These regions are given as
input to more specific algorithms where the final decision is made. If the probability is
high enough, the data are saved and a notification is sent to do an optional manual search
to verify the ground truth. These steps will be outlined as sections below, including an
initial section to describe the planned measurement setup.
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Figure 1. Main steps of developed image processing software (blue) plus contrast as main hardware
requirement (gray).

2.2. Planned Measurement Setup

The system is mounted to the structure itself, at the back side of the nacelle, and facing
down to have a good overview of the area below, as shown in Figure 2. The complete
system comprises of the two detection cameras introduced in the previous section, a zoom
RGB camera optimized for manual control of the detections by humans and a computer
for the data processing, as shown in Figure 3. For the camera’s line of sight, it is necessary
to fix the aluminum frame in the back side of the nacelle and to drill three holes into its
hull. They fit inside an area of 30 cm x 30 cm. The system needs a common AC power
supply in the nacelle of about 500 W and an internet connection for notification and remote
control. In normal operation mode there is less than 1 GB of memory needed per day,
which can be saved in a cloud also. It works in real-time in the sense of doing the fatality
detection in parallel of sensing the area. When a collision victim is detected, it raises
an event-based alarm and additionally takes a high-resolution zoom picture of that ROI
(region of interest). If the collision happens in the darkness, a photo can be taken when the
sunlight is present again.

Monitored Area and Resolution

Previous research on 39 bat fatalities in Germany showed that 95% are found within a
range of about 50 m from wind turbines with a median rotor diameter of 70 m [19]. As the
system in our study is designed for a rotor diameter of 50 m, we scaled the values and
assume the same relative amount of potential collision victims within 35 m distance. We,
therefore, use a thermal camera which is filming an area of 70 m x 56 m and a spectral
camera with an area of 80 m x 53 m (Figure 3a). This results in a side length of one pixel
projected on the ground of 11 cm for the LWIR camera and about 1.5 cm for the VIS camera.
Especially for the LWIR camera, that leads to the necessity of detecting 1 pixel sized objects
which makes an extended region analysis of the pixel neighborhood imperative. Note that
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for a complete estimation of the real fatalities, our detections have to be corrected for the
experimentally derived detection sensitivity as well as for the fatalities expected to fall
outside of our monitored area.

Figure 2. Camera system is mounted on back of nacelle (left) and senses area underneath wind
turbine (right). Tower produces a dead corner which cannot be recorded by system (red projection).

rotating RGB-camera
-

<
50 m
75 m

70 m
80 m

56 m

thermal camera
53 m spectral camera with filterwheel

(a) (b)
Figure 3. (a) dimensions of wind turbine; FOV (= field of view) thermal camera (red); FOV spectral
camera (blue). (b) Prototype of camera system for collision victim detection.

2.3. Contrast

The best possible contrast between background and a potential fatality is crucial for
detection reliability. In this section, we describe how we optimized the contrast for both
detection cameras. This is described in the following two subsections separately, as they
have distinct working principles.

2.3.1. Multispectral Camera

The knowledge about the area directly surrounding the wind power plant can be
used to maximize the contrast between the background and the potential fatality for
the VIS camera. The most common ground of onshore wind turbines consists of grass
and other vegetation. The spectrometer measurements in Figure 4 show that healthy
vegetation has a minor peak in reflecting light around 550 nm. This is the reason why plants
are perceived green by humans. However, beyond the visible spectrum, the reflectance
increases significantly, beginning at wavelengths of about 700 nm.
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Figure 4. Reflectance of endangered bird species, vegetation, and other possible background surfaces.

A high reflectance of the background creates the need for a low reflectance of the
foreground objects in order to get a reasonable contrast. Medina et al. [20] did spectral
measurements on Australian birds. They found that smaller birds in hotter or more arid
areas have a higher NIR reflectance. This gives good indication that the reflectance is lower
for bigger European birds. To verify this, we did similar measurements of the reflectance of
the locally endangered bird species. This was possible due to the archive of the museums
of Tyrol which gave us the possibility to use their zoological specimen for our spectrometer
measurements. The spectrum of three different parts of their outside feathers was taken,
namely below the neck, the side of the main body and the center of their chest, as can be
seen in Figure 5.

@) (b)

Figure 5. Measurement positions on the back (a) and on the front side (b) of a Milvus milvus (red kite).

Most of them show the best contrast to grass in the range of about 750 nm to about
950 nm. This can be seen in Figures 4 and 6, where the reflectance of nearly all bird species
(indicated by the red and orange curves) is significantly lower than that of vegetation
(indicated by the green curve) in the describes spectral range. The one exception is the
measurement of a white feather from the perigrine falcon, indicating our assumption holds
for dark feathers, not for light ones. Most endangered birds have mainly dark feathers on
the outside for camouflage, so their contrast should be reasonable most times.
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Figure 6. Reflectance measurement result of Milvus milvus (Figure 5) compared to that of grass.

Cameras use optical filters to integrate parts of the spectrum over the filter range and
save the image as one intergral value per pixel. The color bars on the bottom of Figure 4
indicate the range of different available filters. The brown bar shows a low-pass NIR (near
infrared) filter suited to achieve the best contrast for a grass background as described above.

In Figure 7, the transmission curve of the NIR filter is plotted with a representation
of the sun spectrum on the earths surface. The spectral energy of the sun is getting lower
in the desired region of about 750 nm to about 950 nm. Together with the low-pass NIR
filter it is cutting off the desired region on both sides. The local peak at about 1000 nm is
irrelevant if all of the hardware is considered, namely the transmittance of the lens and the
quantum efficiency of the sensor. The quantum efficiency drops from about 50 % at 700 nm
to below 5 % at 1000 nm for the Sony IMX183 sensor used in our spectral camera.

1

< o
[@)) [o2]
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~

<
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: Measured Sun Spectrum on Earth Surface
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2
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wavelength / nm

Figure 7. Shape of sun spectrum (normed to maximum of amplitude) measured on earth’s surface;
measured transmittance of used NIR filter.
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Note that if the background has distinct surfaces, other filters may be better suited.
For example, for pebble stones, a blue filter could be a good choice. While we planned an
automatic filterwheel in our system, we did not use it as the NIR filter best suited our test
setup. We use the Flir Blackfly BFS-U3-200S6M-C camera, with the Kowa LM12SC lens
and the Baader IR-Pass Filter (685 nm).

2.3.2. LWIR Camera

The contrast of the LWIR camera is physically based on heat radiation and there-
fore very different to the VIS camera. Microbolometer cameras are reliant on a complex
firmware, which automatically compensates for physical effects like drift due to the temper-
ature of the camera itself, the flat field produced by the lens or simply different sensitivities
of the pixels. The nonuniformity correction helps to overcome some of these effects. As a
next step the measured values get mapped to 8 bit using the Automatic Gain Control
(AGC) which contains some adjustable parameters. We increased the linearity parameter
which does the mapping in a more linear fashion instead of nonlinearly increasing the
detail contrast. While this causes a loss in contrast in the more evenly warmed background,
the values more accurately represent the real relative temperatures and result in a better
contrast between a fatality and the background. We use the thermal camera Flir Boson
640 with 50° HFOV (Horizontal Field of View) and <40 mK NEDT (Noise Equivalent
Temperature Difference).

2.4. Image Stack

For detecting collision victims on the ground, a first-in-first-out image stack is defined
as consisting of a fixed amount of images before and after the assumed fatality. To this end,
a discrete time rolling window is used with the same number of images before and after
the strike. This can be seen in Figure 8 for a variable stack size.

- . T
T-N I

T-2 (€) . . . . .
T-1 ‘r\
T t
T+1
":E -;'_TTI-:IZl (d) i. . . .
(@

Figure 8. (a) Picture stack with new (cyan) and old (yellow) images, (b) gray values over time for
a potential strike victim, (c) change in brightness over time, (d) alternating gray values, e.g., mov-

|

ing grass.

The older half of images in the stack are designated as old and the newer half as new
in the following sections. From the computer vision point of view we define a collision
victim as an object which is present in all of the new images of the stack, but non of the
old ones. This holds for slow frame rates (e.g., 1 measurement per 10 s), because it can be
assumed that the object is lying there suddenly. To exclude the risk of catching exactly the
moment of the collision victim falling down in one of the images the middle image of the
stack may be excluded.

2.5. Image Registration Due to Nacelle Movement

To compare the images, it is necessary that they are well registered (image processing
terminology for “aligned”). This is usually not the case as the nacelle is changing its
direction with the wind and, in addition, there are vibrations present due to the moving
parts of the turbine. For the task of finding small objects by comparing images they have to
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be registered in pixel precision. We use the ORB (Oriented FAST and Rotated BRIEF) [21]
open-source algorithm implemented in OpenCV for this task. It is a trade-off between
performance and time and for this hardware implementation works quickly enough to
compute the result in the time between two time steps. Additionally, for the registration,
it is crucial that the keypoint detector finds enough unique keypoints in the image. This
was never an issue during our phantom drop tests, because the grass and vegetation
background offered enough structure.

2.6. Image Brightness Adjustment

Because the compared images are taken with a considerable time delay (e.g., 10 s),
the brightness may change due to changing illumination conditions. Clouds may move in
front of the sun (VIS camera) and change the brightness of the whole image. This is shown
in Figure 9, where (a) was taken about one minute after (b). Furthermore, in the middle
of (a), a phantom can be seen. To compensate for the brightness, the median of (b) can be
adjusted to (a); this can be seen in (c). The median was taken, as we are interested in a
constant brightness of the background over all compared images. Possible fatalities are
treated as outliers in this case and do not influence the brightness compensation. Different
light conditions additionally result in changes of the contrast. A histogram equalization
(d) of all images is able to compensate for the contrast. While this looks like the better
compensation to the human eye, the artificial redistribution of the gray values based on
another image may means the differences of the absolute values loose their meaning,
destroying the detection accuracy of the region analysis. This is why the median is the
better choice for compensation and will be applied for the images in the stack before they
will be handed over to the pixel-wise detection in the next section.

(a) (b)
(c)

(d)

Figure 9. All images show same zoomed part of the scene. In middle of (a) phantom can be seen

(middle) laying in the grass. One minute earlier (b) was taken; object was not there and sun was
hidden by clouds. (c) is same image as (b) but with median adjusted to (a). (d) is same as (b) after
histogram matching with respect to (a).

2.7. Pixel-Wise Detection

To implement a detection algorithm, we need to answer the question: what represents
a strike victim from the image processing point of view? To answer this question, we
used phantoms with a similar size and texture like real strike victims and tested them
outside with a similar background and distance like in the real setup. The images were
analyzed with a manual segmentation tool which was built for that reason. The tool offers
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the possibility to look at the images over time in form of a stack (Section 2.4), segment
regions and plot the curves of the pixel gray values over time (Figure 10).

ty segmented regions
0
o
200
10 —

-
)
S

c
grayvalue

—
%
=3

IS
=)

0 200 200 200 20
- - -— t/s

(@) (b)
Figure 10. (a) Tool for manual segmentation of inner (pink) and outer (purple) region for analysis. ¢y
to t7 (newest image) shows image stack according to Figure 8; images are zoomed to relevant part
and are with VIS camera (b) gray values over time of segmented regions starting from ¢y = 0 with
At =10s.

There was no strike victim from tj to t3, but a dark object is lying in the grass from t4
to t7. So the inner pixels (pink) change their value from f3 to t4, but the outer pixels (purple)
do not. Therefore, the first tactic is to calculate a pixel score to find those with a relevant
step from t3 to t4 but just small changes between the other time steps. Pixel-wise methods
have the advantage of a constant time consumption for each frame and they are usually
not very computationally expensive compared to methods with inter-pixel dependencies.
The method is used for selecting pixels with a higher probability of being part of a fatality,
mentioned as score in the following sections (Figure 11a).

(@) (b)
Figure 11. (a) Fatality score (red) and ground truth; (b) resulting region after thresholding and
morphological operations.

The ideally expected sequence of pixel gray values as shown in Figure 8b, showing a
sudden transition from a constant high gray value to a constant low gray value. The gray
values can also change due to external reasons like different illumination by sunlight
and the resulting change of exposure time and gain of the camera. This functionality is
necessary to stay within the detectable range. However, these changes are comparably
slow and should either be small enough or happen over more than one image (Figure 8c).
Other unwanted signals arise through moving objects like grass in the wind or animals
walking through the scene (Figure 8d). These signals should not lead to a high detection
score (Equation (1)).

The score for the VIS camera is calculated by

N-2 N

. [ 4 ©
Svis = —LUTshift(Ir —It_1) — N_1% Y s = Irga] — N_1% Y e = Irppaa] (1)

t=0 t=—2
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where S is a score matrix, I is the image matrix with the time step as index, N is the half
size of the picture stack, « is a fixed weighting factor and LUTshift is function to change
the gray value distribution.

Test data made clear that it makes sense to adjust the image gray value distribution
for the difference image in the first part of Equation (1). We called this function LUTshift as
it is basically a LUT (lookup table). By manually analyzing test data, it can be seen that the
difference representing an artificial collision victim is often in the range from about 15 to
30. Lower values are more often a result of noise. Values above 70 are very rarely fatalities
so it helps to lower their score to not overestimate them. Figure 12 shows that a maximal
value of 255 maps to 70.

70
g 60
= 50 -
g L
2 40 -
g 30 f
% /
= 20
210

0

0 1020 30 40 50 60 70 255

old grayvalues

Figure 12. LUT for LUTshift function in Equation (1).

To calculate the pixel score for the LWIR camera, the median over time is taken for the
old (Section 2.4) and for the new images. The score is their difference. The median helps to
get rid of outliers like an animal moving through the scene (Figure 13).

Stwir = median(Ir, ..., Iy n_1) — median(I7_q, ..., I7_p) )

Median Old Median New

190 200

250 -

260 -

250

260

190 200 190 200 190 200 190 200 190 200
Figure 13. Moving people recorded with the LWIR camera; the median helps to get rid of outliers.
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2.8. Region Generation

To separate high from low scores, adaptive thresholding [22] is used. This method
helps to find local maxima instead of using a global threshold which is not always appro-
priate e.g., when a part of the image is in the shadow or the grass is not uniformly heated
(for the LWIR camera). This produces a binary map like in Figure 14a. The thresholded
pixels are on the one hand not necessarily representing the whole strike victim and on
the other hand are not providing information about the surrounding area. Therefore, it is
necessary to define regions based on the pixels for further analysis. As a pre-processing
step morphological opening can be applied to get rid of very small pixel clusters. Then
dilation is applied to connect very close pixels and also include the surrounding of the
potential strike victim (Figure 14b). In this state, a connected components analysis is done
to derive distinct regions, allegorized in different colors here. By erosion and subtraction it
is possible to further split the regions into the inner, outer and full region (Figure 14b—d
respectively). The described order of the morphological operations and the labelling is
crucial to receive an equal number of inner, outer, and full regions, because morphological
operations are able to change the number of connected components in general.

@) (b)
(c) (d)

Figure 14. Region Generation: (a) thresholded image, (b) labeled full, (c) labeled inner and (d) labeled
outer areas.

After this step, it is possible to iterate over the regions and do further analysis on them.
Figure 11b shows an example of one region with inner and outer area. It can be seen, that
the inner region is assumed to be the strike victim and the outer region its surrounding
area. The space in between can be adjusted by the number of morphological operations
and exists to clearly separate inner and outer region for further investigation. The full
region adds up the inner and outer region and the space in between.

2.9. Region Analysis

The parameters of the analysis task are significantly different for both cameras. This
is mainly due to the fact that the resolution is very different. Additionally, the LWIR
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camera uses AGC algorithms to compensate for physical camera effects and has a different
SNR also.

Due to the fact that the objects are very small, consisting of about 1 to 20 pixels, it is
not possible to use usual object detection algorithms relying on morphological or texture
properties. [23] describe a similar problem detecting honey bees with drones. But their
objects are consisting of about 100 pixels and they have enough labeled test data to use
convolutional neural networks for the background subtracted images. Our objects are
smaller, but we use the fact that they will most likely not move after the strike, making the
detection task very specific. Another example is given in [24], where they detect small low
contrast airplanes. They use a Kalman filter to estimate the movement which is appropriate
for their task but not for ours, showing again that specific solutions are needed for such
specific problems.

After analyzing the test videos we identified the criteria and their thresholds crucial
to decide if a collision victim is detected or not. The criteria can be seen in Figure 15, where
the left side shows the preselection criteria described in Section 2.9.1 and the right side
indicates the Structural Difference (=SDIFF) measures described in Section 2.9.2.

4 . L. N .
Preselection criteria ( Structural difference
measures
area
SDIFF quotient
discernability spatial
over time discernability max SDIFF

all pairs except middle
average score

of surrounding SDIFF

regton middle pair
\. J \. J/

Figure 15. Criteria for the decision about a detection.

In Figure 16, an example of a true positive phantom detection with the LWIR camera
can be seen. All frames show the same zoomed part of the image.

2.9.1. Preselection

The preselection criteria are those which are easy and quick to compute. The aim is to
remove the most unrealistic candidates and perform the more computationally expensive
work on just the remaining ones. The area gives information about the size of the object
and is therefore a good measure for preselection. All criteria thresholds have to be adjusted
differently for LWIR and for VIS images.

Additional measures for preselection are the discernibility over time and space by
their gray value and the average score of the surrounding region. For the LWIR camera
we assume the strike victim to be warmer than its surrounding. This would mean that the
inner pixels are both significantly warmer than the outer pixels and warmer than the full
region of the old images. The definition of the criteria is listed in Table 1.
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Figure 16. Warm test object (body temperature) with about 5 cm lengths lying in grass; upper left:

275 280 275 280 275

resulting score from pixel-wise detection; upper right: derived inner (pink) and outer (purple) region;
two lower rows: image stack from oldest (ty) to newest (t9) image with assumed strike happening
between t4 and 5.

Table 1. Definition of the preselection criteria.

# Criterium Name Criterium Rule

1 area within limits

2 discernability over time median(new, inner) — median(old, full) > threshold 1

3 spatial discernability median(new, inner) — median(new, outer) > threshold 2
4 average score in surr. region  <threshold 3

The result for the example in Figure 16 is shown in Table 2. All of the values are within
the defined ranges.

Table 2. Preselection criteria for test object in Figure 16.

# Criterium for LWIR Image Calculated Value
1 >1and <100 10

2 >11 27

3 >11 36

4 <29 0.24

Test videos show that there is a dependency between the measured values and wind
gusts, because the angle of the grass influences the main direction of heat radiation of the
grass surface (LWIR camera). An example can be seen in Figure 17, where the average LWIR
score around the single regions is unusually high compared to a true positive detection.
We therefore neglect detections if the average score within a certain distance is above a
defined threshold.

2.9.2. Structural Analysis

After the preselection process, there are many false positives left and it is crucial to
further reduce them. One cause for false positives (LWIR camera) is different directional
absorption and emissivity of materials, which can be seen in Figure 18, where parts of the
grass is unequally heated by the sun. The image content over time looks very similar to
the human eye, but the LWIR Score is still significant. So another measure has to be used
which concentrates more on the interpixel structure.
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Another kind of false positive arises due to slightly moving objects like birds sitting in
the grass or on a cable. An example can be seen in Figure 19. Grass, which is moving due
to wind, can show similar effects.

Score LWIR Regions

oy

Figure 17. Wind leads to a high LWIR score distributed over a big area compared to a potential detection.

Score LWIR Regions
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Figure 18. Grass getting illuminated by sun differently over time, which leads to a false positive
detection after preselection, but obviously image content stays same from t4 to fs.
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Figure 19. Birds sitting on a guy wire produce false positives without further filtering.

From a human perspective, it is obvious that these two false positives can be dismissed
by finding no significant change in content from t4 to t5 (Figure 18) or too much content
change in the rest of the images (Figure 19). So we need a measure which accounts more
for the structural differences between the images. Thus, the effects of absolute illumination
change can be considerably diminished or movement can be detected. The measure needs
the ability to be computed on nonsquare regions and has a preferred time complexity of
no higher than O(n). The Structural Similarity (=SSIM) from [25] was tested and turned
out to be suitable for that requirements. It is usually used to rate the human perceived
quality of a reference image x compared to a compressed version y of the same image.
It uses only statistical measures like mean, variance and covariance for calculation and
is therefore computationally less expensive than algorithms with a higher complexity,
e.g., sorting algorithms. We use the SSIM two compare all pixels of one full region between
two consecutive time steps. We use the usual form, wherea = =y = 1:

(2uxpy + C1)(20%y + Co)
(W3 + 15+ C1) (02 + 07 + Ca)

SSIM(x,y) = ®3)

In the above equation, ix and py, are the mean values, 0y and 0y, are the variances and
0Oxy is the covariance of the region. The SSIM takes values between 0 (=no similarity) and
1 (=total similarity).

In Figure 20, the gray value vectors of consecutive time steps are plotted against each
other. The resulting SSIM can be seen in Table 3. The plots belong to Figure 16 (true positive
detection). If two of the same images would be plotted on the x-axis and on the y-axis, that
would result in a straight 45° alignment of points. A high SSIM correlates to values which
are in a linear fashion. In the middle time step, they have no clear linear equivalent and the
SSIM is lower.
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Figure 20. Gray value vector of region at time t; on x-axis plotted against vector of the same region at
time t; 1 on y-axis of true positive detection (Figure 16).

Table 3. SSIM in % for true positive detection (Figure 20).

t 0-1 1-2 2-3 34 4-5 5-6 6-7 7-8 89
99.3% 99.6% 99.6% 99.7% 55.7% 99.7% 99.5% 99.7% 99.6%

C; and C; (Equation (3)) are described to stabilize the denominator, if it is close to zero.
Concerning our patches, C; helps to derive a higher similarity between patches which have
very close gray values (low variances), and thus their noise would otherwise dominate the
calculation. This is relevant for Figure 21, because the absence of the object leads to very
uniform gray values. The concerning plots are shown in Figure 22. The SSIM of image
pairs from tg to ¢4 is very dependent on C, as can be seen in Table 4.

Score LWIR 60 Regions

. 0
to t t

Figure 21. Phantom with similar gray values as background.
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Figure 22. Gray values of vector t; on x-axis and vector t; ;1 on y-axis for image data of Figure 21.
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Table 4. SSIM in % for vector plot in Figure 22.

t 0-1 1-2 2-3 34 4-5 5-6 6-7 7-8 8-9

Cy=00 349% 71.8% 658% 61.7% 314% 91.6% 93.3% 90.1% 95.8%
Cr=0.01 634% 843% 794% 79.0% 40.1% 922% 93.6% 90.5% 96.0%
C=0.03 919% 96.6% 951% 954% 70.4% 949% 953% 92.8% 97.0%

We use a C; of 0.03 (Table 4) which is a good value to compensate for the noise (image
pairs 0-1 to 3—4) and result in relatively high values compared to the middle similarity
(image pair 4-5), which results in a significantly lower similarity. This characterizes a
successful detection. To make it more convenient for calculations, we define the Structural
Difference as

SDIFF = 1 — SSIM 4)

because we expect small differences between all image pairs except the middle pair,
and want to be sensitive to that. The SDIFFs of the true and false positives from above are
shown for comparison in Figure 23.

o
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image pairs image pairs
(a) SDIFFs of TP of Figure 16 (b) SDIFFs of TP of Figure 21
0.06 0.8 *
£ 0.041 g 06
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2 2
£ 0.02- 5
g : o2
g ! 2
A
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tl‘, 1 tl 2 t2,3 t3,4 t4,5 t5,6 t(':,7 t7,8 tﬁ,“) t‘(l,l tl,Z t2,3 t3,«l t4,5 t5,6 t‘6,7 t7,8 t5,9
image pairs image pairs

(c) SDIFFs of FP (grass) of Figure 18 (d) SDIFFs of FP (birds) of Figure 19

Figure 23. SDIFFs with middle SDIFF in red and the maximum of outer SDIFFs in blue with green
distance line. Horizontal lines are the thresholds according to Table 5. (a,b) are true positives, (c,d) are
false positives from preselection. (c,d) are correctly dismissed through SDIFF criteria in Table 5.

Figure 23 shows the performance of the SDIFF measure for different LWIR examples.
The red dot is the SDIFF of the middle image pair and the red line is the threshold described
in Table 5. (a) and (b) are finally labeled as true positives, because the red dot is greater
than the threshold, all blue dots are smaller and the quotient between the red and the
maximum blue dot is greater than the threshold of criterium 6. (c) gets dismissed due to the
middle SDIFF being too low because the middle image pair is too uniform and, in addition,
the quotient is too small. (d) is the representation of the lower birds SDIFFs. This example
is dismissed, because the the bird is not sitting still, which can be seen especially from t5
to tg.

If the points are somewhere between the two thresholds from criteria 4 and 5, the SD-
IFF quotient helps to make the final decision if the SDIFF of the middle time step is relatively
more elevated than all of the other ones.
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Table 5. Definition of structural difference criteria.

# Criterium Name Criterium Rule

4 SDIFF of middle image pair >threshold 3

5 max SDIFF of side image pairs <threshold 4

6 SDIFF quotient ait.1 > threshold 5

2.10. Test Series of Prototype

The planned wind turbine has not yet been installed, therefore we tested our system
on a met mast in the same field on the Kuchalb in Germany just 130 m away from the actual
place. The computer vision system was installed at a height of 75 m facing downwards
(Figure 24). We had partly sunny and cloudy weather conditions with wind gusts up 16 m
per second on the ground.

(b)
Figure 24. The camera system in the gray box (a) was mounted in 75 m height (b).

We built animal phantoms to simulate collisions (Figure 25). For the bat detection, we
used a black balloon filled with sand and water and heated it up to a temperature between
32 °C and 36 °C, before dropping it on defined positions. For the detection of birds we used
some contour feathers from a red kite (Milvus milvus) and tied them together.

The phantoms were placed on defined positions including different grass lengths and
gravel road. For later analysis, the time stamps were logged. In Figure 26 the absolute
positions can be seen in a VIS images taken from the camera system.

(a) bat phantom (b) red kite phantom (c) position 2
on position 1

(e) position 4 (f) position 5 (g) position 6 (h) position 7
Figure 25. The bat phantom for the LWIR camera (a) and the red kite phantom for the spectral camera
(b-h) were placed on different defined positions including grass with various lengths (b—f,h) and
gravel road (g).
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Figure 26. Positions for phantom drops (VIS and LWIR).

3. Results
3.1. LWIR Results

We laid out phantoms at the 11th of August 2021 from 9:23 p.m. local time to 9:53 p.m.
and on the 12th from 6:33 a.m. to 7:07 a.m.

We did 41 drops on positions 1, 2 and 6 (Table 6). Positions 1 and 2 were grass with
heights of about 10 to 50 cm which were representative for most of the field. An example
detection can be seen in Figure 27. Position 6 was gravel road. We did no drops on positions
5 and 6 (grass height of about 80 cm), where the balloon would were hidden completely,
making detections essentially impossible. True positives and false negatives (FN) are
produced by the drop tests and false positives are defined as unexpected detections.

Score LWIR Regions

]

t3 ta

Figure 27. Example detection of balloon phantom at about 35 °C in middle high grass at position 2.
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Table 6. Results of bat phantom drop tests.

Position Duration P FN FP Sensitivity
1&2 15 6 71.4%
6 16 4 80.0%

all 1 h 4 min 31 10 0 75.6%

There were no false positives during the drops. Measurements were done also in
the night from the 10th to the 11th of September and from the 11th to the 12th. The results
are summarized in Table 7. Civil twilight times on the 11th were from 5:33 a.m. to 6:09 a.m.
and from 8:47 p.m. to 9:22 p.m. according to [26].

Table 7. False positives during nights from 10th to 12th.

Night Duration FP Reason
10th 9:04 p.m.~11th 7:30am. 10h26 min 28 1 to 3 pixel animal in field
4 bird sitting on guy cable
11th 8:30 p.m.-12th 7:30 a.m. 11h 20 1 to 3 pixel animal in field
1 wind changing radiation direction

That makes a rate of 2.47 false positives per hour where most of them are produced by
night active animals. This will be discussed in more detail in Section 4.

The birds sitting on the cable in the morning can be neglected, because on an actual
wind turbine, there is no cable. Although interpretation of 1 pixel events is difficult,
the majority of false positives were likely produced by animals in the field, as movement
could be seen in the temporal and spatial proximity to these detections.

However, to overcome this issue in the future we analyzed the time for the phantom
to cool down, which can be seen in Figure 28 for a two pixel phantom. The curve represents
the difference between the mean of the inner and outer region. The curve looks similar to
newtons law of cooling and that there is a detectable heat radiation also about 5 min after
dropping the object. According to this result, it would be possible to enlarge the time frame
for our image stack to reduce false positives due to nightly active animals, see Section 4 for
more details.
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Figure 28. Two pixel bat phantom cooling down over time.

3.2. VIS Results

We laid out phantoms on the 11th of August 2021 from 10:40 a.m. local time to 12:00,
from 5:53 p.m. to 6:15 p.m., and from 7:16 p.m. to 7:55 p.m. We did 108 drops on positions
1,2,3,4,5,6,and 7 (Table 8). An example detection on position 2 can be seen in Figure 29.



J. Imaging 2021, 7, 272 21 of 25

Table 8. Results of red kite phantom drop tests.

Position Duration TP FN FP Sensitivity
1 14 1 93.3%
2 16 0 100.0%
3 10 0 100.0%
4 14 6 70.0%
5 8 2 80.0%
6 14 3 82.3%
7 15 5 75.0%
all 2h 21 min 91 17 6 84.3%
Score VIS . Regions

| ®

0

Lo

Figure 29. Example detection of red kite phantom at about 35 °C in middle high grass at position 2.

We missed some of the phantoms due to the high grass on positions 4 and 5, when
the phantom got hidden in the high grass. On positions 6 and 7 the problems were mainly
difficult light conditions. Either the light was changing over time due to moving clouds
or the light was too low. The overall sensitivity was 84.3%. During our measurements we
produced 6 false positives. Three of them were produced by our chair, 2 by our steps in the
grass, which produce a shadow in the high grass (Figure 30) and one from the traces in the
grass of a mowing tractor.

To quantify the false positive detection rate we did measurements at the times listed
in Table 9. This makes a total time of 10 h 5 min. The false positives were either produced
by wind, shadow, a tractor or ourselves. Latter two can be neglected due to their artificial
origin leaving two false positives. This makes a rate of 0.20 relevant false positives per hour.
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Figure 30. Footsteps in high grass can produce false positives.

Table 9. VIS False positives on 11th of August.

Time Duration FP Reason
9:41 a.m. to 1:41 p.m. 4h 2 traces in the grass (people or tractor)
9 repositioning of non-phantom objects by ourselves
1 wind
239 pm.to550 p.m. 3hllmin 2 repositioning of non-phantom objects by ourselves
553 p.m.to8:47p.m. 2h54min 6 tracesin the grass (people)
10 repositioning of non-phantom objects by ourselves
1 shadow of the metmast

4. Discussion

An uncertainty of our design is the way real bats and birds die after a collision with
the wind turbine. Our concept provides for the idea that they remain motionless after
hitting the ground, which may not be the case, if they are still alive. Grodsky et al. [27]
states that there are indications that a significant share of the bats do not die immediately
after getting hit. This obviously leads to wrong numbers, but also manual search is just an
extrapolation for the real number of fatalities. Our method has to be evaluated by manual
search to make it comparable. This will be carried out in the progress of the project.

It is difficult to get enough ground truth data for this issue, because just about
2 to 10 dead bats are expected over one year and also bird collisions are seldom events.
However, we still hope to obtain more information on this when the test turbines are built
and we are able to install our system.

A further uncertainty is the exact effect of the nacelle vibrations on the registration
accuracy of the ORB algorithm. Due to a lack of the ground truth, it is difficult to test.
On our detected phantom drops, the registration at the phantom was always in pixel
precision, but we had not much displacement and vibration on the met mast. It is necessary
to reevaluate that when the system is finally mounted in the nacelle. We did a few small
trials of shaking the frame of our system while filming. The outcomes suggest that the
affine registration works in pixel precision as long as there are enough keypoints in the
images. The thermal camera images as well as the spectral camera images with the grass
background were rich on keypoints, so we believe more vibration will be no problem.

We did our drop tests mainly on two days at the test side. It was partly cloudy
and there was wind blowing from about 0 to 16 m/s. The system has to be tested in
more diverse weather conditions to get a more reliable dataset. Nevertheless, the windy



J. Imaging 2021, 7, 272

23 of 25

conditions gave us already the possibility to understand more about the effects of wind
and high grass on the image data.

4.1. False Positive Detection of Nightly Active Animals during the LWIR Measurements

By analyzing the results of the LWIR measurements, it became clear that nightly
active animals are sitting still long enough to produce false positives if the monitored
time window is too short. In our test setup that time was 50 s and we detected 48 living
animals in two nights. Investigation of these false positives show that it is possible to
considerably reduce them by extending the time window by about factor 4. The cooling
curve experiments indicate that this will not significantly lower the sensitivity on the true
positives. Excluding the nightly active animals, the false positive rate in our phantom drop
tests would get reduced from 2.47 per hour to 0.05 per hour. Another possibility to exclude
these FP is to use a higher frame rate for the image stack and filter them by detecting their
movement on the ground.

4.2. Comparison of Our Proposed Method to Manual Search Methods

The sensitivity of the nighttime detection can be partly compared to studies about hu-
man and dog manual search of bat carcasses. In our study, we derived sensitivities between
71.4% (grass) and 80.0% (open space). Brinkmann et al. [28] documented a human search
efficiency of 75% in open space and 66% in high grass (without quantitatively defining
the grass height). Smallwood et al. [15] report about a human search efficiency of 6% and
96% for dogs, Mathews et al. [29] of 20% for humans and 73% for dogs, Arnett et al. [30]
of 14%/42% for humans and of 71%/81% for dogs and Dominguez et al. [31] of 20% for
humans and 80% for dogs. From this we can infer that the resulting efficiency is dependent
on many factors and very inconsistent among different studies. A disadvantage of manual
search is the removal rate of dead animals by scavengers. Brinkmann et al. [28] investi-
gated the amount of dead animals not getting carried away by scavengers in the first 24 h.
The value was 79% on average, but had a high variation between 47% and 90% on different
facilities. Assessing the correct removal rate is a complex task and is also dependent on
many factors. In comparison to manual search methods, our suggested method has the
disadvantage of producing some false positives every night. But it is possible to manually
sort them out in front of the computer without the necessity of visiting the facility and
searching for the object. Additionally, we believe that it is possible to further reduce the
false positives with our new data generated from the phantom drop test.

In summary, our method provides a similar sensitivity as manual search methods
but produces a more unbiased data set, operates in real-time, and makes the results on
different wind turbines more comparable.
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Abbreviations

The following abbreviations are used in this manuscript:

AGC Automatic gain control
BRIEF  Binary Robust Independent Elementary Features
FAST  Features from Accelerated Segment Test

FN False negatives
FOV Field of view
FP False positives

HFOV  Horizontal Field of View

LWIR  Long wave infrared

NEDT Noise Equivalent Temperature Difference
NIR Near infrared light spectrum

ORB Oriented FAST and Rotated BRIEF
ROI Region of interest

SDIFF  Structural difference

SNR Signal to noise ratio

SSIM  Structural similarity

TP True positives

VIS Visible light spectrum
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