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Supplementary Materials: Quality assessment of
HDR/WCG images using HDR uniform color spaces.
Maxime Rousselot 1, Olivier Le Meur 2*, Rémi Cozot 2 and Xavier Ducloux 1

In this supplementary materials, we present in details the SDR metrics selected in the article:1

Quality assessment of HDR/WCG images using HDR uniform color spaces.2

1. PSNR3

The peak Signal-to-Noise Ratio (PSNR) is a simple metric that evaluates the distortion between a
reference and a distorted image.

PSNR = 10 log10(
DR2

MSE(X, Y)
) (1)

where DR is traditionally the range of the possible luminance values (255 for an 8 bits representation).
The MSE(X, Y) corresponds to the mean square error between the reference and the distorted images:

MSE =
1
I J ∑

i
∑

j
[X(i, j)−Y(i, j)]2 (2)

where I and J are the image resolution and i and j are the pixels spatial coordinates of the X and Y4

images.5

2. S-CIELab6

The S-CIELab [1] metric is the spatial extension of the CIE-Lab color space. Indeed, the color
difference metric ∆Eab is not correlated with the perception of differences in natural images but in
large uniform patches. The goal of this extension is to take into account the blurring effect of the HVS.
To achieve that, the images in the XYZ color space are transformed into an opponent color space as
follows: O1

O2

O3

 =

 0.279 0.72 −0.107
−0.449 0.29 −0.077
0.086 −0.59 0.501


X

Y
Z

 (3)

Each component O is then filtered, using filters that approximate the Contrast Sensitivity Function
(CSF) of the HVS. This is accomplished using filters with two-dimensional separable convolution
kernels f of the form:

f (x, y) = k ∑
i

wiEi(x, y) (4)

where
Ei = ki exp[−(x2 + y2)/σ2

i ] (5)

The parameters for wi and σi are different for each component O1, O2, O3, the scale factor ki is7

chosen so that each Ei sums to 1. The scale factor k is chosen so that for each color plane, the kernel f8

sums to 1. Then, the filtered images are converted back to the XYZ color space from which the uniform9

color space Lab can be calculated. Once this transformation is done on the reference image and on10

the distorted image, a color difference map using the color difference metric, ∆E, can be calculated.11

The new distortion map is called ∆ES. To obtain a unique value estimating the overall perceptual12

difference between two images, the average of this map is computed:13

∆ES =
1
I J

I

∑
i

J

∑
j

∆ES(i, j) (6)
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The S-CIELab metric was originally designed to measure color reproduction errors of printed14

digital images. It is also often used as an image quality metric because of its simple implementation.15

3. SSIM16

3.1. Color-blind SSIM:17

The structural similarity index (SSIM) [2] is based on the assumption that the HVS is highly18

adapted to extract the structure of natural scene. SSIM is composed of the comparison of three19

characteristics calculated from the luminance component of two images X and Y, one being the20

reference image and the other one the distorted image.21

• First, the luminance of each signal is compared using the l(X, Y) function:

l(X, Y) =
2µXµY + C1

µ2
X + µ2

Y + C1
(7)

• Then, the c(X, Y) function which represents the contrast comparison is calculated :

c(X, Y) =
2σXσY + C2

σ2
X + σ2

Y + C2
(8)

• Finally, the structure of the images is compared using the function s(X, Y):

s(X, Y) =
σXY + C3

σXσY + C3
(9)

where µX and µY are the means of the images X and Y, σX and σY are their standard deviations and
σXY is the covariance between them. C1, C2 and C3 are used to prevent the division by zero. These
three components are combined as follows:

SSIM(X, Y) = [l(X, Y)α × c(X, Y)β × s(X, Y)γ] (10)

Usually the weights α, β and γ are set to 1. The SSIM is often calculated locally and not globally (like
in previous equation) allowing to have more detailed information about the distortion. The SSIM is
then calculated for each pixel through a sliding window. In [2], Wang et al. used a sliding window
in which values are weighted using an 11 × 11 circular-symmetric Gaussian weighting function
W = {wn|n = 1, 2, ..., N}. The statistics are then calculated for each pixel x of X and y of Y:

µx =
N

∑
n=1

wnxn (11)

σx = (
N

∑
n=1

wn(xn − µx)
2)

1
2 (12)

σxy =
N

∑
n=1

wn(xn − µx)(yn − µy) (13)

A SSIM index is calculated for each pixel and its associated window using the equation (10). To
obtain an overall quality measure of the image, the mean of the SSIM indexes is calculated:

MSSIM(X, Y) =
1
I J

I

∑
i=1

J

∑
j=1

SSIM(xij, yij) (14)

where I and J represent the image resolution.22
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We keep the name SSIM instead of MSSIM to avoid confusion with the multiscale SSIM (MS-SSIM)23

(see section 4).24

3.2. SSIM for color images (SSIMc):25

The SSIM was only defined for luminance information. In [3], Wang et al. extended the SSIM
to video as well as to chrominance information. They used SSIM for each component of the video
sequence encoded in the Y’CrCb [4] color space. The SSIM scores for the three components are then
aggregated using a weighted arithmetic mean:

SSIMc(i, j) = 0.8 SSIMY′(i, j) + 0.1 SSIMCr(i, j) + 0.1 SSIMCb(i, j) (15)

where i and j are the pixel coordinates of the SSIM map. As for the color-blind SSIM metric, an overall26

quality score is obtained by averaging all SSIMc scores.27

3.3. CSSIM28

Another solution to include chrominance information in SSIM was proposed in [5]. Authors
proposed to add a new comparison that use a S-CIELab ∆ES

ab distortion map (see section 2) and is
called the color comparison. As for precedent comparison, the color comparison is calculated for each
pixel x of the reference image X and each pixel y of the distorted image Y:

cr(x, y) = 1− 1
k
× ∆ES

ab(x, y) (16)

k is a constant equal to 45. The SSIM index (cf. Equation (10)) is then adapted as follows:

CSSIM =
1
I J

I

∑
i

J

∑
j

l(xij, yij)× c(xij, yij)× s(xij, yij)× cr(xij, yij) (17)

4. Multiscale-SSIM (MS-SSIM)29

Wang et al. [6] improved the SSIM index by using a multiscale approach (MS-SSIM). They
proposed to apply the comparison functions used in SSIM at different scales of the images. The goal is
to incorporate image details at different resolutions. The different scales are obtained after a low-pass
filtering and a downsampling of the images. The index of the original scale is 1 and the index of the
highest scale is M. The luminance comparison (equation (14)) is only done at the highest scale. The
multiscale SSIM evaluation is obtained using the following combination:

MS-SSIM = [LM(X, Y)]αM .
M

∏
m=1

[Cm(X, Y)]βm [Sm(X, Y)]γm (18)

Where X and Y are the reference and the distorted images, L, C and S are the mean of the pixelwise30

luminance, contrast and structure comparison functions l, c and s defined in section 3 for the different31

image scales m. α, β and γ are the parameters of the metric.32

In [6], the authors proposed a 5 scales MS-SSIM where the parameters are : β1 = γ1 = 0.0448,33

β2 = γ2 = 0.2856, β3 = γ3 = 0.3001, β4 = γ4 = 0.2363 and α5 = β5 = γ5 = 0.1333.34

5. FSIM35

5.1. Color-blind FSIM36

The feature similarity (FSIM) index [7] allows to overcome a limit of SSIM and MS-SSIM: in these37

algorithms, a simple average is used to pool the SSIM local distortion map (equation (14)), each pixel38
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having then the same importance. The authors of FSIM made the assumption that different locations39

can have very different contributions to the quality perception of an image.40

FSIM extracts from the image two different features: the phase congruency and the gradient41

magnitude.42

The phase congruency model postulates that details of an image become visible where the Fourier43

components are maximal in phase. The phase congruency can be considered as a measure of the44

significance of local structure. To compute this feature, the authors used the method developed by45

Kovesi [8]. The comparison of the phase congruency planes of the reference image (PCX(i, j)) and of46

the distorted image (PCY(i, j)), i and j being the pixels spatial coordinates, is done as follows:47

SPC(i, j) =
2PCX(i, j)× PCY(i, j) + T1

PC2
X(i, j) + PC2

Y(i, j) + T1
(19)

The feature called gradient magnitude is calculated to take into account contrast information
(the phase congruency is contrast invariant). The comparison of the gradient magnitude planes of the
reference image (GX(i, j)) and the distorted image (GY(i, j)) is done as follows:

SG(i, j) =
2GX(i, j)× GY(i, j) + T2

G2
X(i, j) + G2

Y(i, j) + T2
(20)

Finally, the FSIM is calculated as follows:

SL(i, j) = [SPC(i, j)]× [SG(i, j)] (21)

PCm(i, j) = max(PCX(i, j), PCY(i, j)) (22)

FSIM =
∑i ∑j SL(i, j)PCm(i, j)

∑i ∑j PCm(i, j)
(23)

The parameters values of FSIM are T1=0.85 and T2=16048

5.2. FSIM for color images (FSIMc):49

To add chrominance consideration in FSIM, the authors of the metric proposed the FSIMc index [7].50

Images are first converted from the RGB (BT.709) color space to the YIQ color space [9] :51 Y
I
Q

 =

0.299 0.587 0.114
0.596 −0.274 0.322
0.211 −0.523 0.312


R

G
B

 (24)

and then a comparison between the chrominance components (IX and IY and respectively QX
and QY) performed for every pixel (i,j):

SI(i, j) =
2IX(i, j)× IY(i, j) + T3

I2
X(i, j) + I2

Y(i, j) + T3
(25)

SQ(i, j) =
2QX(i, j)×QY(i, j) + T4

Q2
X(i, j) + Q2

Y(i, j) + T4
(26)

The authors incorporate these comparisons straightforwardly into the FSIM index:

FSIMc =
∑i ∑j SL(i, j)PCm(i, j)× [SI(i, j)× SQ(i, j)]λ

∑i ∑j PCm(i, j)
(27)

The values of FSIMc parameters are T3=200, T4=200 and λ=0.03.52



Version January 10, 2019 submitted to J. Imaging S5 of S7

6. PSNR-HVS and PSNR-HVS-M53

PSNR-HVS [10] is a modified version of the PSNR. It takes into account the contrast sensitivity54

function (CSF) which measures the human sensibility to spatial frequencies.55

The PSNR-HVS is calculated as follows:

PSNR-HVS = 10 log10

(
2552

MSEH

)
(28)

The MSEH is calculated as follows:

MSEH = K
I−7

∑
i=1

J−7

∑
j=1

8

∑
m=1

8

∑
n=1

((X[m, n]ij −Y[m, n]ij)Tc[m, n])2, (29)

I and J are the images size. Xij and Yij are the 8× 8 DCT coefficients of the reference and distorted56

images for which the coordinates of the left upper corner are i and j. Tc is the matrix of correcting57

factors that takes into account the HVS spatial sensitivity. m and n are the coordinates of the DCT58

block coefficients. Finally, K is equal to 1/[(I − 7)(J − 7)64].59

In [11], Ponomarenko et al. improved the performances of PSNR-HVS by adding a model of the60

contrast masking: the fact that any DCT coefficient Xij of a block can mask any other block coefficients61

except the DC coefficient (the mean luminance). This metric is called PSNR-HVS-M.62

To estimate the masking effect, a weighted energy Ew is calculated for each DCT block X:

Ew(X) =
8

∑
m=1

8

∑
n=1

X[m, n]2C[m, n], (30)

where C[m, n] is a matrix of correcting factors that models the contrast masking. The value of
the masking effect can be too high if an image block belongs to an edge. To overcome this effect, a
correction is then applied on Ew.

Em(D) = Ew(D)δ(D)/16 (31)

The correcting factor δ(D) is calculated using the local variance V of the four 4× 4 sub-block D1, D2 ,
D3 and D4 of the 8× 8 image DCT block D.

δ(D) = (V(D1) + V(D2) + V(D3) + V(D4))/4V(D) (32)

The masking model is then applied on the distorted (Y[m, n]) and reference (X[m, n]) images DCT
blocks to obtain visible distortion blocks ∆XY as follows:

∆XY[m, n] =


X[m, n]−Y[m, n] if m = 0, n = 0
0 if | X[m, n]−Y[m, n] |≤ Enorm/C[m, n]
X[m, n]−Y[m, n]− Enorm/C[m, n] if X[m, n]−Y[m, n] > Enorm/C[m, n]
X[m, n]−Y[m, n]− Enorm/C[m, n] otherwise

(33)

where
Enorm =

√
max(Em(X), Em(Y))/64 (34)

The new MSE is then calculated as in equation (29):

MSEHVSM = K
I−7

∑
i=1

J−7

∑
j=1

8

∑
m=1

8

∑
n=1

((∆XYij[m, n])Tc[m, n])2 (35)
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The PSNR-HVS-M is then calculated as in equation (28):

PSNR-HVS-M = 10 log10

(
2552

MSEHVSM

)
(36)

7. PSNR-HMA63

7.1. Color-blind PSNR-HMA64

PSNR-HMA [12] is an improvement of PSNR-HVS-M. PSNR-HVS-M has poor performances65

when used on images that contain contrast change and mean shift. PSNR-HMA was created to take66

into account the particularities of the HVS concerning these two distortions.67

For a given reference image X and a given distorted image Y and their means X and Y, a new
image C is calculated :

C = Y + Delt (37)

Delt = X−Y (38)

The correcting factor Popr is computed to assess possible contrast change :

Popr = ∑(X− X)(C− C)
∑(C− C)

(39)

The new image D is calculated:
D = (C− C).Popr + C (40)

This is the image that minimizes the Mean square error with A. Two MSEHVSM are calculated (Equation
(35)) :

M1 = MSEHVSM(X, C) (41)

M2 = MSEHVSM(X, D) (42)

If M1 > M2, the contrast change needs to be dealt with as follows:

M1 = M2 +

{
(M1 −M2)C1 if Popr < 1
(M1 −M2)C2 if Popr ≥ 1

(43)

Then the final MSEHMA is calculated as follows:

MSEHMA = M1 + Delt2.C3 (44)

The values of the metric constants are: C1=0.002, C2=0.25 and C3= 0.0468

7.2. PSNR-HMA for color images (PSNR-HMAc):69

To include the chrominance components into the metric, Ponomarenko et al. [12] proposed to
aggregate the MSEHMA for each channel using the Y′CrCb color space [4] as follows:

MSEHMA = (MSEHMA(Y) + C4 ×MSEHMA(Cr) + C4 ×MSEHMA(Cb))/(1 + 2× C4) (45)

The values of the metric new constant is C4=0.5.70
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