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Abstract: State of charge (SOC) estimation is the core algorithm of the battery management system.
However, the commonly used model-based, data-driven, or experiment-based methods struggle to
independently achieve accurate SOC estimation under different working conditions and temper-
atures, which affects battery performance and safety. To this end, this paper proposes an online
SOC estimation method that combines the model-driven and double-data-driven approaches. The
unscented Kalman filter (UKF) based on the first-order RC model is used to achieve robust SOC
estimation, while the data-driven long short-term memory (LSTM) neural network is used to achieve
fast SOC estimation. The former model has an excellent dynamic performance and the latter has high
steady-state accuracy. The SOC estimation results are input into the SOC estimation model of series
LSTM so that the stable but inaccurate SOC values estimated by UKF in the first part and the accurate
but fluctuating SOC values estimated by LSTM can be correlated and corrected, achieving a fast and
accurate SOC estimation under various working conditions. The estimation results show that the
above method has strong robustness and high accuracy, and effectively reduces model complexity
and data redundancy. In addition, the root mean square error of SOC estimation under different
working conditions is controlled within 1–2.3% at 0 °C, 25 °C, and 45 °C, which is better than the
traditional single-SOC estimation method.

Keywords: unscented Kalman filter; long short-term memory neural network; lithium-ion battery;
state of charge

1. Introduction

The popularization of electric drive equipment led to the research boom regarding
energy storage equipment. Among these, the lithium-ion battery has garnered significant
attention due to its high energy density, long cycle life, and other benefits [1]. State of
charge (SOC), as an important parameter to ensure the safe and stable operation of the
battery, is the main focus of battery research [2]. The present research methods for SOC
estimation can be classified into three categories: experiment-based methods, model-based
methods, and data-driven methods [3].

The experiment-based method employs the impedance spectrum method, residual
capacity method, open-circuit voltage (OCV) method, ampere-hour counting (AH) method,
and other methods to establish the mapping relationship between external parameter
characteristics and SOC [4–6]. While this method yields reliable and accurate results, its
limited scope of use restricts its widespread application [7]. It is mainly used to obtain
reference data for comparison with other methods or in situations where high-accuracy
SOC estimation is required and sufficient time is available. The AH method can achieve
online SOC estimation but suffers from cumulative errors [8].

The model-based method uses the model plus filter method to achieve SOC estima-
tion, using, for example, the Kalman filter (KF), particle filter, or H-infinity filter [9–12].
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Commonly used models include the electrochemical mechanism model, equivalent circuit
model (ECM), and black-box model [13]. Because the electrochemical mechanism model
is too complex, it has a relatively low level of application [14]. The ECM, particularly the
first-order RC model and second-order RC model, is widely used due to its simplicity,
low computational requirements, and ability to reflect the internal mechanism to some ex-
tent [15,16]. However, the model-based method emphasizes the accuracy of the model, and
the variable model parameters under different environments and states make it challenging
to maintain SOC estimation accuracy using a fixed-parameter model [17–19].

The data-driven method employs algorithms such as machine learning, deep learning,
and others to establish the mapping relationship between SOC and battery measure-
ment data [19–22]. This method yields accurate estimation results and exhibits strong
nonlinearity-handling abilities [23]. However, this method has obvious disadvantages:
it lacks clear physical meaning and interpretability, and data quality affects the perfor-
mance of the algorithm [21,24]. In practical use, ensuring the quality of the collected data is
challenging due to the sensor and external environment influences.

Therefore, joint estimation using different methods has become a focal point of re-
search [25–27]. Moulik et al. [28] proposed a hybrid-adaptive method of SOC estimation,
considering an OCV method and comparing it with a hybrid method combining two
KF-based methods, then used an adaptive method of SOC estimation, which achieved
an accurate estimation by combining the experiment-based method with the KF method.
More literature is available on the combination of the data-driven method and the KF
method. Takyi-Aninakwa et al. [29] proposed a wide temperature-adaptation method
using optimized long short-term memory (LSTM)-weighted fading extended Kalman filter-
ing (EKF) model. To achieve a higher-accuracy SOC estimation at different temperatures,
Bai et al. [30] used the radial basis function neural network combined with the adaptive
double-EKF algorithm to estimate the SOC. Liu et al. [31] combined the EKF with the
support vector regression model to estimate the SOC, filtered the features through the
Bayesian information criterion, and effectively solved the problem of data redundancy
in the combination method, which is more accurate than the combination algorithm of
full features. Afterward, Xie et al. [32] proposed an improved algorithm based on a
multi-hidden-layer LSTM (MHLSTM) neural network and suboptimal fading EKF (SFEKF)
for synthetic SOC estimation; the battery SOC is roughly evaluated using an MHLSTM
network and then SFEKF is used smooth the prediction results. By combining the EKF
method with a back-propagation neural network, Liu et al. [25] considered SOC estimation.
Xu et al. [33] and Cui et al. [34] used the gated recurrent unit neural network with the
unscented Kalman filter (UKF) method, estimated the SOC using the neural network, and
filtered the output noise through the UKF, which reduced the requirements of model learn-
ing precision and hyperparameter setting. To accurately estimate SOC under uncertain
interference levels, Cui et al. [35] proposed a new robust kernel fuzzy method to minimize
the mean and variance of model error and designed a multi-innovation UKF algorithm to
achieve an estimation of accuracy.

However, it is noteworthy that the aforementioned joint estimation methods are
predominantly characterized by serial connections, with few parallel combinations of
multiple methods. This paper aims to fill this gap while addressing the limitations of data-
driven methods facing interference caused by complex test conditions and data noise, and
model-based methods with an excessive reliance on model accuracy. To this end, this paper
proposes a novel method that combines the strengths of both model-based and data-driven
methods for a joint estimation of the SOC. Specifically, the UKF and LSTM were employed
to simultaneously estimate SOC, followed by further estimation using LSTM to achieve
the highest possible accuracy under various conditions. The discharge experiment under
dynamic stress test (DST) is used for training and verification, utilizing the federal urban
driving schedule (FUDS) and Beijing dynamic stress test (BJDST) conditions at 0 °C, 25 °C,
and 45 °C for testing purposes. The experimental findings demonstrate that the proposed
method is capable of accurately estimating SOC under diverse conditions and temperatures
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while maintaining a root mean square error (RMSE) below 2.3%. The key contributions of
this paper are summarized as follows:

1. This paper proposes a novel framework for a parallel estimation of the SOC that
combines UKF and LSTM methods and achieves an accurate estimation through a
secondary estimation, which effectively combines the robustness of the model-based
method with the accuracy of the data-driven method.

2. In this method, the ECM adopted fixed parameters, which avoids frequent changes in
model parameters, and effectively reduces the amount of calculation.

3. Experiments are carried out at 0 °C, 25 °C and 45 °C under DST, BJDST, and FUDS
conditions, and verified on different kinds of batteries and charging data, which
proves the accuracy, robustness, and universality of the proposed method.

The remainder of this paper is divided into the following parts. Section 2 introduces
the equivalent model and theoretical knowledge of LSTM used in the proposed method
and the framework of the proposed method. Section 3 describes the experiment process
and analyzes the estimation results achieved under DST conditions. Section 4 verifies and
discusses the proposed method. Section 5 provides a conclusion.

2. Theoretical Knowledge of the Proposed Method
2.1. Battery Model

The ECM is a popular choice due to its straightforward physical interpretation, simple
structure, and high practicality. Hu et al. [36] conducted a comprehensive investigation
of twelve battery models, revealing that complex models do not necessarily outperform
simple yet accurate models in real-world applications. In this paper, we focus on the
first-order RC model, which is depicted in Figure 1. The first-order RC model corresponds
to the semi-circle of the middle-frequency part of the Nyquist plot of the battery, and the
intersection of the low-frequency part with the real axis is the sum of the polarization
resistance and the ohmic internal resistance, while the intersection of the high-frequency
part with the real axis is the value of the ohmic internal resistance.

0R

pR

pC
lU

pU

I

+

−

ocvU

High 

frequency

Medium 

frequency

Low 

frequency

mI (Z)−

eR (Z)

Figure 1. First-order RC model and battery Nyquist plot.

Where Uocv is OCV; this exhibits a clear functional relationship with SOC. Ul is terminal
voltage, which can be obtained by measurement. Up is polarization voltage. R0, Rp, and Cp
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denote the ohmic internal resistance, polarization resistance, and polarization capacitance,
respectively. I is the battery current and consider the discharge to be positive.

According to Kirchhoff’s law, the circuit equation of the first-order RC model can be
expressed as: { dUp

dt = − 1
RpCp

Up +
1

Cp
I

Ul = Uocv −Up − R0 I
(1)

The AH method is a widely used approach for calculating the reference SOC, which
represents the change in electrical quantity resulting from the integral of the current over
time. SOC can be determined using the following equation:

SOCt = SOC0 −
1

CN

∫
η Idt (2)

where SOCt and SOC0 present an SOC value at time t and initial time, η is Coulomb
efficiency, and CN is battery capacity.

The state space equation after discretization is as follows:

[
SOC(k)
Up(k)

]
=

[
1 0

0 e
− ∆t

RpCp

][
SOC(k− 1)
Up(k− 1)

]

+

 − η∆t
CN

Rp(1− e
− ∆t

RpCp )

I(k− 1)

Ul(k) = Uocv(k)− I(k)R0 −Up(k)

(3)

where ∆t is the sampling interval.

2.1.1. Parameter Identification Method

This paper uses the recursive least squares (RLS) method to perform the parameter
identification. The least squares (LS) method is a common mathematical optimization
technique, used to obtain the parameter estimates of the system by minimizing the sum of
the squares of errors between the observed data and the estimated values, which is widely
used in system parameter identification because of its simple principle, easy implementa-
tion, and fast convergence speed. Its recursive form is often used in the online parameter
identification of lithium–ion battery models. Consider the following expression:

d(k) = ϕ(k)θ(k) + e(k) (4)

where d(k) is the output variable, ϕ(k) is input variable matrix, θ(k) is parameter vector,
e(k) is white noise. For LS, the sum of squares of prediction errors is defined as the
cost function:

J(θ(k)) =
k

∑
i=1

[∆d(k)]2 =
k

∑
i=1

[d(k)− ϕ(k)θ̂(k)]2 (5)

where ∆d(k) is the prediction error, θ̂(k) is the estimation of θ(k). By minimizing the cost
function J(θ(k)), θ̂(k) can be obtained as

θ̂(k) = [ΦT(k)Φ(k)]−1ΦT(k)D(k) (6)

where Φ(k) = [ϕT(1), ϕT(2), · · · , ϕT(k)]T , D(k) = [d(1), d(2), · · · , d(k)]T . Then, the RLS
can be obtained: 

K(k) = P(k− 1)ϕT(k)[1 + ϕ(k)P(k− 1)ϕT(k)]−1

θ̂(k) = θ̂(k− 1) + K(k)[d(k)− ϕ(k)θ̂(k− 1)]
P(k) = P(k− 1)− K(k)ϕ(k)P(k− 1)

(7)
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where K(k) is the gain matrix and P(k) is the covariance matrix.
Before using the RLS method, transform the battery model into the following least-

squares formula:

Uocv −Ul = I(R0 +
1

1 + RpCps
Rp) (8)

Use the bilinear transformation method discribed in the above formula and convert it
to the time domain.

Uocv(z)−Ul(z)
I(z)

=
a1 + a2z−1

1 + a3z−1 (9)

Uocv(k)−Ul(k) = −a3(Uocv(k− 1)−Ul(k− 1)) + a1 I(k) + a2 I(k− 1) (10)


a1 =

R0T+RpT+2R0RpCp
T+2RpCp

a2 =
R0T+RpT−2R0RpCp

T+2RpCp

a3 =
T−2RpCp
T+2RpCp

(11)

where T is the sampling time.
Through the above transformation, d(k), θ(k) and ϕ(k) in Equation (12) are shown

as follows: 
d(k) = Uocv(k)−Ul(k)
θ(k) = [a1; a2; a3]

ϕ(k) = [I(k), I(k− 1),−d(k− 1)]

(12)

2.1.2. Model-Based SOC Estimation Method

The state estimation of lithium–ion batteries is a complex nonlinear problem.
In contrast to the traditional KF, the UKF employs the unscented transformation (UT)
to address the nonlinearities in SOC estimation [37]. This paper uses the first-order RC
model as the basis of the UKF method to estimate SOC. The first step in the UKF method
is to perform the UT. This involves assuming that the nonlinear relationship between the
state variable x and its observation variable y is expressed by y = f (x). The UT steps for
the nonlinear system are as follows.

• Symmetric sampling:
xi = x̂, i = 0,
xi = x̂ + (

√
(n + λ)P)i, i = 1, 2, 3..., n,

xi = x̂− (
√
(n + λ)P)i−n, i = n + 1, n + 2, ..., 2n.

• Calculate the corresponding weight of sigma points:
ω0

m = λ
n+λ ,

ω0
c = λ

n+λ + (1− α2 + β),
ωi

m = ωi
c =

λ
2(n+λ)

, i = 1, 2, ..., 2n.

• Calculate the mean and covariance of y = f (x):
ŷ = ∑2n

i=0 ωi
m f (xi),

Py = ∑2n
i=0 ωi

c[ f (xi)− ŷ][ f (xi)− ŷ]T .

where x̂ and P are the mean and covariance of n-dimensional state variable, β is a positive
number, α generally requires a number between 0.01 and 1, λ is the scaling factor, which
satisfies λ = α2(n + k)− n, k = 3− n. In application, to ensure the semi-positive nature of
the covariance, k is often taken as 0.

Considering the impact of noise, Equation (3) can be written in the following form:{
x(k) = f (x(k− 1), u(k− 1)) + w(k− 1)
y(k) = h(x(k), u(k)) + v(k)

(13)
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where f and h are corresponding nonlinear functions, u(k) is input, and w(k), and v(k)
present process noise and measurement noise, respectively. Assuming they are Gaus-
sian white noise, and their covariance is Qw and Rv, Equations (3) and (13) show that

x(k) =
[

SOC(k)
Up(k)

]
and y(k) = Ul(k).

The application process of the UKF method on the first-order RC model is shown
in Figure 2. First, obtain the sigma points, then predict the state variables using the
sampling points, and calculate the variance matrix. Then, update sigma points, predict the
measured values and calculate the variance matrix of the measured values, and calculate
the covariance matrix of the state variable and the measurement values. Finally, update
each parameter. The specific steps are as follows:

Get sigma point 

set

State 

variable 

prediction

Update sigma 

point set

Observation 

prediction

Update Kalman 

gain and state 

variables

Update 

error

Figure 2. UKF–one filtering period.

• Obtain 2n + 1 sigma points (xi
k, i = 1, 2, ..., 2n + 1) through UT; calculate the predicted

value of the state variable: xi
k+1|k = f (xi

k, uk).

• Mean value of the predicted value of state variable: x̂k+1|k = ∑2n
i=0 ωi

mxi
k+1|k.

• Variance in state-predicted value: Px,k+1|k = ∑2n
i=0 ωi

c(xi
k+1|k− x̂k+1|k)(xi

k+1|k− x̂k+1|k)
T

+Qk+1.
• Update the sampling points and calculate the observation prediction value: yi

k+1|k =

h(xi
k+1|k, uk+1).

• Mean value of observed predicted value: ŷk+1|k = ∑2n
i=0 ωi

myi
k+1|k.

• Variance in observed predicted value: Py,k+1 = ∑2n
i=0 ωi

c(yi
k+1|k − ŷk+1|k)(yi

k+1|k −
ŷk+1|k)

T + Rk+1.
• Covariance of state variable and observation: Pxy,k+1 = ∑2n

i=0 ωi
c(xi

k+1|k − x̂k+1|k)

(yi
k+1|k − ŷk+1|k)

T .

• Update Kalman filter gain: Kk+1 =
Pxy,k+1
Py,k+1

.

• Update status variables: x̂k+1|k+1 = x̂k+1|k + Kk+1(yk+1 − ŷk+1|k).
• Update covariance of state variables: Px,k+1|k+1 = Px,k+1|k − Kk+1Py,k+1KT

k+1.

2.2. Data-Driven SOC Estimation Method

LSTM has gained widespread popularity due to its ability to overcome the issue of
gradient explosion or vanishing in recurrent neural networks (RNNs) [38]. Differing from
the single network structure of RNN, LSTM achieves data updates and forgetting through
three gates, thereby resolving the problem of long-term dependence. These gates include
the forgetting gate, controlled by the sigmoid function, the input gate, controlled by both
the sigmoid and the hyperbolic tangent function, and the output gate, determined by the
sigmoid function and subsequently processed by the hyperbolic tangent function. At time t,
the cell state at the previous moment ct−1, the LSTM output value at the previous moment
ht−1, and the current moment input xt are input to LSTM. The forget gate outputs a value
between 0 and 1 via the sigmoid function, which determines how much of ct−1 is retained
at ct, the input gate determines how much of the input is saved to ct, and the output gate
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controls how much of ct is output to ht. The LSTM unit structure and the processing flow
of the LSTM algorithm are shown in Figure 3 and Equation (14), respectively.

it = σ(Wxixt + Whiht−1 + bi),
ft = σ(Wx f xt + Wh f ht−1 + b f ),
ct = ftct−1 + ittanh(Wxcxt + Whcht−1 + bc),
ot = σ(Wxoxt + Whoht−1 + bo),
ht = ottanh(ct),

(14)

where it, ft, ct, ot, and ht represent the input gate output, forgetting gate output, current
state, output gate output, and hidden layer state, respectively. σ and tanh represent the
sigmoid function and the hyperbolic tangent function, W represents the weight matrix, and
b is the offset vector.

s tanhs s

tanh



 

+1tc −

1th −

tf
ti to

tc

th

th

tx

Figure 3. The internal structure of the LSTM unit.

2.3. The Method Framework

A novel parallel SOC estimation method that combines UKF and LSTM is proposed in
this paper, which can be divided into two parts. The first part includes the UKF estimation
method based on the first-order RC model and LSTM estimation method, and the second
part includes one LSTM network. To reduce the calculation amount of the proposed
method and make it applicable to the actual management system, the first-order RC model
parameters are fixed to avoid constant calculations and changes in model parameters. The
voltage and current under different working conditions enter the first part and are filtered
by UKF to obtain a stable SOC estimate. At the same time, an accurate SOC estimate
is obtained through the LSTM network. Then, the two estimated results are input into
the second part and the second LSTM network is used for secondary estimation. There
are errors between the two SOC estimates and the reference SOC values in the first part
because the model and input data do not meet the premise of the model-based method and
the data-driven method, especially when the input data greatly differ from the data set
used for training. When the results obtained in the first part are estimated by the second
LSTM, the advantages of the two methods are effectively integrated. The estimated value
of UKF can effectively improve the volatility of the estimated value of LSTM, and the
accuracy of the estimated value of LSTM makes up for the problem of a large deviation
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in the estimated value of the UKF method. The structure block diagram of the proposed
method is illustrated in Figure 4.

RESULT

fast 

and 

accurate

RLS

UKF

current

voltage

SOCSOC1

SOC2

Uocv

0R

pR

pC
lU

pU

I

+

−

+

SOC1

SOC2

current

voltage

SOC2

SOC1

excellent dynamic performance

high steady-state accuracy

input data is correlated 

and corrected

DATA

complex

 working 

condition
I/V driven

SOC driven

Figure 4. Block diagram of the structure of the proposed method.

3. Experiment
3.1. Experimental Platform and Data

This study uses the INR-18650-20R battery as the subject of investigation and the
specifications of the tested batteries are displayed in Table 1, which undergoes charging
and discharging procedures using the Arbin battery testing equipment. The experimental
process comprises an OCV test and dynamic test, wherein the voltage, current, and tem-
perature are meticulously recorded. During the experiment, the external environment is
regulated by the thermal chamber.

Table 1. Specifications of lithium-ion battery.

Brand Type Nominal Voltage Nominal Capacity Cut-Off Voltages

Samsung INR-18650-20R 3.6 V 2 Ah 2.5 V/4.2 V

The DST working condition data are utilized as the training and verification set for
the proposed method. The OCV test at 25 °C is used to obtain the data. Firstly, charge the
battery to 4.2 V. Then, discharge the battery to 2.5 V with 1A pulse current, and measure
the terminal voltage after resting the battery for two hours at 10% SOC per discharge.
Finally, recharge the battery to the cutoff voltage of 4.2 V, and record the terminal voltage
as described in the previous step. The OCV corresponding to SOC can be obtained by
averaging the terminal voltage of charge and discharge. Then, using the obtained SOC-OCV
data and polynomial fitting method, the functional relationship between SOC and OCV is
determined as:

Uocv = 7.708SOC6 − 18.26SOC5 + 9.985SOC4 + 6.409SOC3 − 7.569SOC2 + 2.636SOC + 3.271 (15)

Parameters of the first-order RC model are identified under the DST working condition
of 25 °C, and the current and voltage of the DST working condition are shown in Figure 5.

In this paper, the average values of the results based on the RLS method are used as
the parameters of the first-order RC model, and the results are shown in Table 2.

Table 2. Battery parameter identification results.

Condition Temperature R0(Ω) R1(Ω) C1(F)

DST 25 °C 0.0715 0.0223 996.2
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Figure 5. The voltage and current at 25 °C in DST condition.

3.2. Experiment Results and Analysis

The first LSTM network architecture consists of two input variables, two LSTM layers,
and one output. The second LSTM network architecture consists of two input variables,
a single LSTM layer, and an output. The output of the second LSTM network is the final SOC
estimate. Figure 6 shows the results of using UKF and LSTM to estimate SOC separately
and jointly under DST conditions. This experiment also referred to the experimental data
of the CALCE battery group and estimated from SOC = 0.8.

To evaluate the performance of the proposed method, the mean absolute error (MAE)
and RMSE are utilized as evaluation metrics, where yi is calculated based on the AH
method, and ŷi is the estimated value. The formula is as follows:

MAE =
∑n

i=1 |yi − ŷi|
n

(16)

RMSE =

√
∑n

i=1(yi − ŷi)2

n
(17)
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Figure 6. (a) The SOC estimation results of the AH, UKF, LSTM, and the proposed methods in the
DST condition at 0 °C; (b) The estimated error of the UKF, LSTM, and the proposed methods in the
DST condition at 0 °C; (c) The SOC estimation results of the AH, UKF, LSTM, and the proposed
methods in the DST condition at 25 °C; (d) The estimated error of the UKF, LSTM, and the proposed
methods in the DST condition at 25 °C; (e) The SOC estimation results of the AH, UKF, LSTM, and
the proposed methods in the DST condition at 45 °C; (f) The estimated error of the UKF, LSTM, and
the proposed methods in the DST condition at 45 °C.

Table 3 shows the estimated results of the three methods under DST conditions at
three temperatures. In the data-driven part of the method, 70% of the data are used as the
training set, and 30% are used for verification. Figure 6 and Table 3 show that the first-order
RC model with fixed parameters estimated by UKF performs well at room temperature
(25 °C), with an RMSE of only 1.22%, while the MAE is only 0.93%. At the temperature
of 45 °C, the RMSE increases to 1.86%, and the MAE increases to 1.47%. In both cases,
the error remains within an acceptable range. When the ambient temperature drops to
0 °C, the shortcomings of the fixed model parameters become apparent, with the RMSE of
the estimated result reaching 7.89%, and the MAE reaching 7.02%, which is unacceptable.
LSTM performs well in all three temperature environments, with a maximum RMSE of
2.68% and minimum RMSE of 1.55%. However, LSTM estimation results show obvious
fluctuations and mutations, because both the data quality and the parameter setting have
an impact on the algorithm. The data-driven method is mainly used to extract data features
for fitting, which easily leads to overfitting. To achieve the ideal estimation effect, it is
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necessary to design a suitable hyperparameter of LSTM, while there is no systematic
strategy for parameter setting. This also illustrates the obvious shortcomings of using
only LSTM to estimate SOC. In contrast, the proposed method achieves relatively accurate
SOC estimation in all three environments. At room temperature, the RMSE is only 1.06%
and the MAE is 0.8%. At extreme temperatures (0 °C), the RMSE is 2.26% and the MAE
is 2.08%. As can be seen from the purple curve in Figure 6a,c,e, this method effectively
improves the result mutation problem, because the SOC estimated by UKF is stable, while
the SOC estimated by LSTM is of high accuracy. The data-driven method is used again
to extract the characteristics of the two SOC estimates for further estimation, presenting
an accurate and stable SOC estimate. Through the above analysis, it can be seen that the
accuracy and stability of SOC estimated using only UKF or LSTM cannot be guaranteed at
the three temperatures. However, the proposed method can achieve accurate and stable
output estimates at the three temperatures under DST conditions.

Table 3. Estimation results of three methods under DST conditions.

Temperature Data Method MAE RMSE

DST data UKF 0.0702 0.0789
Training set LSTM 0.0148 0.0192

0 °C proposed 0.0114 0.0150
Verification set LSTM 0.0182 0.0268

proposed 0.0208 0.0226

DST data UKF 0.0093 0.0122
Training set LSTM 0.0110 0.0155

25 °C proposed 0.0057 0.0076
Verification set LSTM 0.0179 0.0232

proposed 0.0080 0.0106

DST data UKF 0.0147 0.0186
Training set LSTM 0.0156 0.0183

45 °C proposed 0.0083 0.0097
Verification set LSTM 0.0153 0.0184

proposed 0.0109 0.0129

4. Verification and Discussion

The LSTM network requires the input data to be normalized; thus, the data are first
standardized using the maximum and minimum values of the original data and processed
to a range of 0–1, and the conversion function is as follows:

X =
x− xmin

xmax − xmin
(18)

4.1. Verify under Different Working Conditions

To evaluate the performance of the proposed method under different working condi-
tions, it is tested at three temperatures under BJDST and FUDS conditions. The SOC estima-
tion results under BJDST and FUDS at three temperatures are shown in Figures 7 and 8, and
Table 4, respectively. It can be seen from Table 4 that the maximum RMSE and maximum
MAE of SOC estimated by the UKF method for the first-order RC model based on fixed
parameters are only 1.72% and 1.37% at 25 °C and 45 °C. From Tables 3 and 4, the result
shows that only the model-based method is used to estimate SOC in the temperature range
above 25 °C. However, when the temperature drops to 0 °C, the maximum RMSE of UKF
reaches 8.98%, which is larger than that under DST conditions. This indicates that the
first-order RC model with fixed parameters cannot be used under extreme temperature
(0 °C) conditions and does not apply to different conditions. An LSTM network trained
in DST conditions also performs well in BJDST and FUDS conditions, with a maximum



Batteries 2023, 9, 358 12 of 19

RMSE of 3.23% and an MAE of 2.26%. From the error curves of the single LSTM at three
temperatures in Figures 7 and 8, the LSTM estimates in different working conditions are
accurate, but the mutation situation becomes more obvious, which does not apply to the
actual management system. In the proposed method, under BJDST and FUDS conditions,
the maximum RMSE is only 2.24%, and the maximum MAE is 1.75%, both of which occur
at extreme temperatures. Compared with the minimum RMSE and minimum MAE esti-
mated by UKF and LSTM methods at the same temperature, the accuracy is improved by
21.7% and 19.4%, respectively. At room temperature, the maximum RMSE of the proposed
method is 1.04%, and the maximum MAE is only 0.83%. Compared with the UKF method
under the same conditions, the accuracy of the proposed method is increased by nearly
18.1%, and with the LSTM method under the same conditions, the accuracy of the proposed
method is increased by nearly 45.3%. As can be seen from the error curve, the mutation of
the method is reduced and the overall is relatively stable. This result is consistent with the
results obtained under the DST condition, confirming the accuracy and robustness of the
proposed method.
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Figure 7. (a) The SOC estimation results of the AH, UKF, LSTM, and the proposed methods in the
BJDST condition at 0 °C; (b) The estimated error of the UKF, LSTM, and the proposed methods in the
BJDST condition at 0 °C; (c) The SOC estimation results of the AH, UKF, LSTM, and the proposed
methods in the BJDST condition at 25 °C; (d) The estimated error of the UKF, LSTM, and the proposed
methods in the BJDST condition at 25 °C; (e) The SOC estimation results of the AH, UKF, LSTM, and
the proposed methods in the BJDST condition at 45 °C; (f) The estimated error of the UKF, LSTM,
and the proposed methods in the BJDST condition at 45 °C.
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Figure 8. (a) The SOC estimation results of the AH, UKF, LSTM, and the proposed methods in the
FUDS condition at 0 °C; (b) The estimated error of the UKF, LSTM, and the proposed methods in the
FUDS condition at 0 °C; (c) The SOC estimation results of the AH, UKF, LSTM, and the proposed
methods in the FUDS condition at 25 °C; (d) The estimated error of the UKF, LSTM, and the proposed
methods in the FUDS condition at 25 °C; (e) The SOC estimation results of the AH, UKF, LSTM, and
the proposed methods in the FUDS condition at 45 °C; (f) The estimated error of the UKF, LSTM, and
the proposed methods in the FUDS condition at 45 °C.

Table 4. MAE and RMSE of three methods under different temperatures and working conditions.

Condition Temperature MAE RMSE

UKF LSTM Proposed UKF LSTM Proposed

BJDST
0 °C 0.0800 0.0226 0.0175 0.0898 0.0323 0.0224
25 °C 0.0091 0.0147 0.0083 0.0127 0.0190 0.0104
45 °C 0.0137 0.0143 0.0100 0.0172 0.0166 0.0127

FUDS
0 °C 0.0715 0.0217 0.0161 0.0809 0.0286 0.0206
25 °C 0.0091 0.0147 0.0079 0.0123 0.0189 0.0098
45 °C 0.0134 0.0147 0.0105 0.0168 0.0179 0.0131

4.2. Verify Universality

To verify the universality of the proposed method, it was applied to an A123 battery;
a detailed description is shown in Table 5. The DST working condition data of the A123
battery at three different temperatures were used to build and test the model, using data
from the CALCE battery group. The estimation results are shown in Figure 9.

Table 5. Specifications of A123 battery.

Brand Material Nominal Voltage Nominal Capacity Cut-Off Voltages

A123 LiFePO4 3.3 V 1.1 Ah 2.0 V/3.6 V

The superiority of this method is more prominent in the A123 battery. At room
temperature, UKF performs well, with an RMSE of 1.4%, but the proposed method has a
higher estimation accuracy, with an RMSE of only 0.36%. As the temperature develops
towards both ends, the estimated results of a single UKF or single LSTM change in a worse
direction, and the fluctuation change in the single LSTM is more obvious. This phenomenon
is a combination of data quality and hyperparameter settings. The method proposed in this
paper can help to resolve this problem; when the temperature drops to 0 °C, the parallel
estimation method has an RMSE of only 0.77%. The above analysis proves that the method
proposed in this paper is also applicable to other types of batteries, and even obtains a
higher accuracy due to the different characteristics of the batteries themselves.
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Figure 9. (a) The SOC estimation results of the AH, UKF, LSTM, and the proposed methods in the
DST condition at 0 °C; (b) The estimated error of the UKF, LSTM, and the proposed methods in the
DST condition at 0 °C; (c) The SOC estimation results of the AH, UKF, LSTM, and the proposed
methods in the DST condition at 25 °C; (d) The estimated error of the UKF, LSTM, and the proposed
methods in the DST condition at 25 °C; (e) The SOC estimation results of the AH, UKF, LSTM, and
the proposed methods in the DST condition at 40 °C; (f) The estimated error of the UKF, LSTM, and
the proposed methods in the DST condition at 40 °C.
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All the above estimations were carried out under discharge conditions. To prove that
the method is also applicable in the charging process, estimations were carried out on the
charging data of the INR-18650-20R battery. The estimation data were selected from the
low-current OCV charging data of the CALCE battery group at 25 °C, and the estimation
results are shown in Figure 10.
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Figure 10. (a) The SOC estimation results for low current charging at 25 °C; (b) The estimated error
in the charge condition at 25 °C.

The low-current OCV test is based on a constant current charging at 0.1A current until
the cut-off voltage is reached. The data in this process are stable, and the artificially added
Gaussian white noise has little influence on the estimation results. Therefore, both UKF
and LSTM have a good estimation accuracy in this process,as is clear from the estimation
results. The proposed method further improves the accuracy of SOC estimations.

5. Conclusions

This paper proposed a novel method that combines model-based and data-driven
methods in parallel to estimate the SOC. The framework of this method can be divided
into two parts: the first part was composed of UKF and LSTM, in which the first-order
RC model with fixed parameters was used as the basis for UKF estimation and parameter
identification was realized by RLS, and the second part was composed of an LSTM. The
second part was used to achieve accurate SOC estimation. From the results of the estimation,
it can be seen that the SOC cannot be accurately estimated using only using the UKF or
LSTM under different working conditions and temperatures. However, combining the
first parallel estimation and second estimation could achieve an accurate estimation under
three different conditions and three different temperatures, and the RMSE was controlled
within 2.3% at 0 °C, 25 °C, and 45 °C, and within 1.4% at 25 °C and 45 °C. This method
effectively mitigated the limitations associated with each method, thereby enhancing
overall estimation performance, especially at extreme temperatures (0 °C). Through the
validation of the A123 battery and charging data, the accuracy, robustness, and universality
of the proposed method were demonstrated. At the same time, this method simplified
the calculation and did not require model accuracy. Through simulation on MATLAB
R2022b, it can be seen that it takes less than one millisecond is needed to update SOC with
a single UKF, single LSTM, and the method proposed in this paper. Compared with a
single estimation method, the proposed method improves the estimation accuracy, but the
operating cost is close to that of a single LSTM, which fully satisfies the requirements of an
update to the online battery management system. In the future, we will work to improve
the accuracy of this method.
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The following abbreviations are used in this manuscript:

AH Ampere-hour counting
BJDST Beijing dynamic stress test
DST Dynamic stress test
ECM Equivalent circuit model
EKF Extended Kalman filter
FUDS Federal urban driving schedule
KF Kalman filter
LS Least square
LSTM Long short-term memory
MAE Mean absolute error
MHLSTM Multi-hidden layer long short-term memory
OCV Open circuit voltage
RLS Recursive least squares
RMSE Root mean square error
RNN Recurrent neural network
SFEKF Suboptimal fading extended Kalman filtering
SOC State of charge
UKF Unscented Kalman filter
UT Unscented transformation
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