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Abstract: The accuracy of capacity estimation is of great importance to the safe, efficient, and reliable
operation of battery systems. In recent years, data-driven methods have emerged as promising
alternatives to capacity estimation due to higher estimation accuracy. Despite significant progress,
data-driven methods are mainly developed by experimental data under well-controlled charge–
discharge processes, which are seldom available for practical battery health monitoring under realistic
conditions due to uncertainties in environmental and operational conditions. In this paper, a novel
method to estimate the capacity of large-format LiFePO4 batteries based on real data from electric
vehicles is proposed. A comprehensive dataset consisting of 85 vehicles that has been running for
around one year under diverse nominal conditions derived from a cloud platform is generated. A
classification and aggregation capacity prediction method is developed, combining a battery aging
experiment with big data analysis on cloud data. Based on degradation mechanisms, IC curve
features are extracted, and a linear regression model is established to realize high-precision estimation
for slow-charging data with constant-current charging. The selected features are highly correlated
with capacity (Pearson correlation coefficient < 0.85 for all vehicles), and the MSE of the capacity
estimation results is less than 1 Ah. On the basis of protocol analysis and mechanism studies, a
feature set including internal resistance, temperature, and statistical characteristics of the voltage
curve is constructed, and a neural network (NN) model is established for multi-stage variable-current
fast-charging data. Finally, the above two models are integrated to achieve capacity prediction
under complex and changeable realistic working conditions, and the relative error of the capacity
estimation method is less than 0.8%. An aging experiment using the battery, which is the same as
those equipped in the vehicles in the dataset, is carried out to verify the methods. To the best of the
authors’ knowledge, our study is the first to verify a capacity estimation model derived from field
data using an aging experiment of the same type of battery.

Keywords: capacity estimation; data-driven method; real vehicle data; charging cloud data; electric vehicle

1. Introduction

To reduce greenhouse gas emissions, the transition of the automotive industry toward
electric vehicles (EVs) is inevitable and needs to progress swiftly [1,2]. Due to their advan-
tages of high energy density, high power density, and low self-discharge rate, lithium-ion
batteries (LIBs) have been widely used as power sources in new energy vehicles in recent
years [3]. However, the battery life is unable to satisfy the demands of users, becoming one
of the bottlenecks for the further development of batteries [4,5]. Therefore, it is necessary to
accurately evaluate the state of health (SOH) of batteries to ensure the safe, efficient, and re-
liable operation of battery systems and to optimize battery management [6]. Improvements
in SOH predictive performance have contributed considerably to the higher penetration of
electric vehicles in the market, as they reduce risks and costs by extending battery life. This
makes SOH estimation a crucial part of vehicle development.

Capacity is an important indicator of battery SOH estimation and is used to evaluate
the degree of battery aging. When the capacity drops below a certain value, normally 80%
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of nominal capacity, the battery reaches its end of life (EOL) and cannot work normally any-
more [5]. Battery capacity estimation methods can be divided into physical-model-based,
equivalent-circuit-model-based, empirical-model-based, and data-driven [7]. Physical
models are based on the electrochemical processes of complex multi-physics and multi-
scale material systems. The pseudo-two-dimensional (P2D) model [8–13] or single-particle
model [14–17] is combined with mathematical side reaction expressions, including the
growth of the solid electrolyte interphase (SEI) film, lithium plating, loss of lithium inven-
tory (LLI), and loss of active material (LAM), to form a capacity fade model. Although
physical models can yield high accuracy, they can hardly be used in realistic applications
due to model complexity and difficulties in parameter identification. Equivalent circuit
models (ECMs) based on the combination of circuit elements (e.g., resistors and capacitors)
describe battery dynamic response and degradation behavior with fewer model parameters
and higher computational efficiency [18–21]. However, as model parameters are difficult to
update under realistic conditions, the shortcomings of their limited accuracy and robust-
ness cannot be avoided, so the update of model parameters is generally determined by
electrochemical impedance spectroscopy (EIS) testing in laboratories. Instead of consid-
ering complicated physical and chemical side reactions inside the cell, the empirical and
half-empirical model estimates capacity based on experimental data or publicly available
cell testing datasets. Empirical models, including cycle aging models [22,23] and calendar
aging models [24,25], are fit to data to separately analyze battery working operation (cy-
cle life) and standby or storage mode (calendar life). Then, coupled models [26–30] are
generated to describe aging behavior based on known impact factors such as depth of
discharge (DOD), temperature [31,32], and current [33,34]. However, aging experiments
are so time-consuming and costly that significant interpolation and extrapolation are gener-
ally needed in realistic aging scenarios. Moreover, the traditional empirical model is an
open-loop model without considering cell-to-cell variations, and it is difficult to guarantee
the accuracy of the estimation results [35].

In recent years, data-driven methods using statistical theory and machine learning
methods have emerged as promising mechanism-agnostic alternatives for capacity es-
timation due to higher estimation accuracy. Severson et al. [36] constructed a dataset
containing various fast-charging protocols and extracted several statistical features from
the capacity–voltage curves of the constant-current discharging process of the first 100 cy-
cles and modeled the relationship between these features and the remaining useful life
based on an elastic net. The results demonstrated a prediction error of less than 9.1%. Su
et al. [37] established a conventional neural network (CNN) model based on automatically
extracted features from 40 cycles of full-discharge voltage profiles to predict cycle life using
a dataset containing various experimental conditions such as temperature and charging
current. The model was able to achieve a 9.28% error in the training set and a 22.73% error
in the testing set. Zhu et al. [38] estimated battery capacity using the XGBoost method by
features derived from 30 min relaxation voltage profiles based on a large dataset containing
various currents and temperatures. The best model achieved a root-mean-square error of
1.1% in the training set, and the root-mean-square error of the transfer learning model was
less than 1.7% on the datasets used for model validation. Thelen et al. [39] established a
multi-output Gaussian process (MOGP) regression model and an extreme learning machine
(ELM) to estimate the capacity of battery cells and to diagnose their primary degradation
modes using incremental capacity (IC) data with a voltage range from 3.4 V to 4.075 V. Tian
et al. [40,41] established a CNN model to estimate capacity and state of charge (SOC) or to
predict the charging curve using pieces of constant-current charging data. Mohtat et al. [42]
and Samad et al. [43] established a capacity estimation model using the linear regression
method based on expansion and force features. The features remained observable at a
current rate lower than 1C and were robust when charging commenced from different
SOC. However, although data-driven approaches perform well on training datasets, the
performance of such feature-based machine learning models in real-life usage scenarios
under new conditions is challenging because of the limited extrapolation ability of data-
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driven models. Moreover, data-driven methods developed by experimental data under
well-controlled charge–discharge processes, e.g., constant current–constant voltage (CC-
CV), generally require certain working environments, such as constant-current charging or
long relaxation times, which are seldom available for on-board battery health monitoring
under realistic conditions due to uncertainties in environmental and operational conditions,
to estimate battery life.

As a result, in order to be effective under realistic operational conditions, the characteris-
tics are supposed to be independent of instantaneous operating conditions, and the models
should be appropriate for realistic operational conditions in EV applications, where random
charging cycles, dynamic discharging protocols, and noisy data, as well as uncertain boundary
conditions (e.g., varying SOC and temperature range in each cycle), exist [44–48]. Over the
past few years, due to improvements in computing ability and the appearance of the Internet
of Things (IoT), cloud-based battery management systems (BMS) have brought data-driven
techniques using field data into battery capacity estimation [49–51]. Zhao et al. [44] established
a stacking ensemble learning capacity estimation model based on field data. However, the
model has a very strict requirement for the charging pieces, and it can only be applied in
the slow-charging process with a very large DOD. This work strives to address the gap in
data-driven capacity estimation methods developed by experimental data and capacity esti-
mation under realistic conditions. A cloud-based data-driven framework for battery capacity
estimation is proposed based on a sample of 85 vehicles that has been running for around one
year under diverse nominal conditions, as shown in Figure 1.
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For slow-charging data, a linear regression capacity estimation model is established
based on IC features, combining a battery aging experiment with big data analysis on cloud
data. For fast-charging data, on the basis of protocol analysis and mechanism studies, a
feature set including internal resistance, temperature, and statistical characteristics of the
voltage curve is constructed, and a neural network model is established. A neural network
is used to estimate the capacity based on the features of multi-stage fast charging. Finally,
the above two models are integrated to achieve capacity prediction under complex and
changeable actual working conditions. An aging experiment using the battery, which is the
same as those equipped in the vehicles in the dataset, is carried out to verify the methods.

The rest of this paper is organized as follows. Section 2 briefly describes the basic
information of real vehicle datasets and data preprocessing methods. Capacity estimation
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using slow-charging data and capacity estimation using fast-charging data are presented in
Sections 3 and 4, respectively. Section 5 summarizes the main results and draws conclusions.

2. Vehicle Data and Data Preprocessing Methods
2.1. Real Vehicle Data Overview

For this investigation, a large dataset with a total of 85 EVs with widely varying cycle
numbers ranging from 115 to 1302 cycles is randomly collected from a cloud monitoring
system, with around one year under diverse nominal conditions. The initial SOH of all
the vehicle batteries equals 1, which means that the dataset contains the information for
each vehicle from the beginning of life. The 85 vehicles are randomly selected to include
as many different user behaviors as possible and to verify the robustness of the proposed
method. Different user behaviors include different charging methods, different operation
temperatures, different working loads, and so on. Vehicles are randomly named from
vin (vehicle identification number) 1 to vin 85 for further analysis. A total of 178 cells are
interconnected in a 178S1P manner in the battery pack. The cells equipped are commercial
large-format LiFePO4 cells and have a nominal capacity of 135 Ah and a nominal voltage of
3.2 V, with an operating voltage window between 2 V and 3.8 V. Detailed battery parameters
are listed in Table 1.

Table 1. Battery nominal parameters.

Item Specification

Cathode material LiFePO4
Anode material Graphite

Nominal capacity 135 Ah
Charging cutoff voltage 3.8 V

Discharging cutoff voltage 2.0 V

The dataset contains 25,031 cycles in total with widely varying operating voltage
windows and charging protocols. On account of the cost of massive data storage, not all the
relevant battery data measured are transmitted to the cloud nowadays, and the sampling
interval of the cloud data is generally up to 30 s in the dataset. The bulk of the data
available for this work includes over 49,377,239 measurements of 7 parameters or status
over the life of the vehicle. These parameters or status include timestamps, voltage, SOC,
discharge/charge C-rate, temperature, charging status, and vehicle status (see Table 2).
It should be highlighted that the SOC values in most of the measurements are missing.
Moreover, the accuracy of the SOC is not so good due to the voltage plateau in lithium-ion
phosphate (LFP) batteries. As a result, traditional capacity estimation [35,52] methods
based on SOC cannot be applied in real vehicle datasets. Timestamps show the datetime
of every measurement in the format ‘year-month-day hour-minute-second’. Although the
voltage of each single cell is given, the cell that is the first to reach the upper cutoff voltage
during charging is chosen for this research, considering that this cell is the limiting factor
in the pack. The discharge/charge C-rate provides the discharge or charge current rate
for cells, where a positive number means discharging, while a negative number means
charging. Although temperatures are measured at 12 different locations in the battery pack
and are saved as a sequence, the average of these values is used in further analysis on
account of the lack of knowledge of the specific position of each temperature sensor. Four
charging states are included in the dataset, i.e., charging finished, charging when parking,
charging when driving, and uncharged, and two vehicle states are included in the dataset,
i.e., power on and power off.
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Table 2. An overview of the measured parameters or status available in the datasets.

Parameters or Status Description Note or Comment

Timestamps Datetime of every measurement.
Voltage Voltage of each single cell.

SOC SOC value of battery packs. Missing frequently or incorrect.

Discharge/Charge C-rate Discharge or charge current rate
for cells.

Positive number means
discharging, while negative

number means charging.

Temperature Temperatures measured at 12
different locations in the batteries.

The average of these values is
used in further analysis.

Charging status

Four charging states including
charging finished, charging when
parking, charging when driving,

and uncharged.

Vehicle status Two vehicle states including
power on and power off.

An overview of the histograms, showing the distributions of several features collected
and calculated based on the vehicle data in the dataset, is shown in Figure 2. The dis-
tribution of cycle numbers, total ampere-hour throughput, and operation time of these
85 vehicles in the dataset are shown in Figure 2a–c, respectively. As we can see, the dataset
contains different aging levels with widely varying service times ranging from 331 days
to 525 days and widely varying total ampere-hour throughputs ranging from 8025 Ah to
42,599 Ah, which is equivalent to 60 to 315 full cycles. The distribution of start charging
voltage, end charging voltage, and charging capacity of all the 25,031 charging processes
of these 85 vehicles in the dataset are shown in Figure 2d–f, respectively. With stochastic
charging cycles, this real-world operational dataset reflects realistic conditions, which
exhibit irregular cycling patterns and varying voltage ranges. Thus, the dataset can provide
a complete picture of how cells age under realistic conditions.Batteries 2023, 9, x FOR PEER REVIEW 6 of 23 
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Besides the start and end voltages, the charging processes are diverse, dependent on
the charging protocols and station with an on-board BMS due to the dynamic operating
conditions and user behavior. However, generally speaking, the charging protocols can
be divided into two modes for the vehicle samples in the dataset: slow charging and
fast charging. The protocol of slow charging is quite fixed, and a typical example of a
slow-charging protocol is shown in Figure 3. The current is approximately constant, with
a magnitude of 10.5 A, and temperature either rises slowly or fluctuates in a small range.
Instead, the protocols of fast charging are highly varied, which will be discussed in detail
in Section 4.
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2.2. Data Preprocessing

In this research, the dataset is derived directly from real vehicle data, which are
generated during the daily operation of EVs and transmitted to the cloud. Hence, data
processing will be indispensable to select useful information and split data at a suitable
charging stage for further model establishment. Figure 4 shows a typical data sample, i.e.,
raw data in the dataset, where some data quality problems exist and need to be dealt with
as follows: (1) Partial data are unordered, and the timestamps of some variables do not
match each other, resulting in misalignment. For instance, some of the switching points of
current and voltage in multi-stage constant-current charging protocol do not correspond to
the same timestamp, but to two adjacent timestamps. (2) Some voltage, temperature, and
current information of data points is missing (NaN). (3) Time intervals between two frames
in a segment are not the same as the standard sample interval (30 s), and the larger time
interval leads to data discontinuity.

In view of the above data quality problems, the following data preprocessing mea-
sures are adopted: data NaN inspection, data splitting, and selection and data continuity
inspection. The flowchart of the whole data preprocessing process is shown in Figure 5.
First of all, the raw data are sorted in ascending order according to timestamps. Then, data
NaN inspection is conducted, and the faulty data that do not contain valuable information
of the voltage and the current are deleted. Otherwise, the NaN values are replaced by the
mean values of two adjacent frames. In the next step, the charging data are selected and
split to create the dataset for model training and validation, for the reason that charging
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data are stable compared to the dynamic driving condition, i.e., discharging data, which
makes it possible to estimate the battery capacity. To be specific, the raw data are selected
on the basis of vehicle status value with the purpose of selecting the continuous charging
segments, i.e., vehicle status equaling ‘charging when parking’. In the step of data splitting,
if no more than three consecutive frames of data are missing in the segment formed after
the selecting process, the segment is regarded as the same charging process, with the aim
of ensuring robustness to data missing. Otherwise, the segment will be split into two
different charging processes when the missing data are more than three frames. Finally,
data continuity inspection is carried out, and the segment, where the time intervals of
data are larger than 120 s, or time intervals of data larger than 90 s are more than three, is
abandoned. If the number of frames in a charging segment is less than 10, which suggests
that the information extracted from this segment is not sufficient for capacity estimation,
this piece of charging data will be discarded. After the data preprocessing, the dataset is
further divided into two sub-datasets, i.e., slow-charging dataset and fast-charging dataset,
according to the maximal current, and the threshold value is set as 15 A. The slow-charging
dataset and the fast-charging dataset, including 6158 and 2640 charging pieces, respectively,
are used in Sections 3 and 4 for capacity estimation.
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3. Capacity Estimation Using Slow-Charging Data
3.1. IC Analysis and Feature Selection

Over the past few years, IC and DV analyses have been extensively used for battery
capacity estimation, and have demonstrated a remarkable ability to accurately locate
degradation modes, which include LLI and LAM in the anode and cathode [28,53–56].
For LFP batteries, there are three obvious peaks in the IC curve, which correspond to the
phase transformation processes of the graphite anode, and the three corresponding phase
transformation processes are denoted as Peak 1, Peak 2, and Peak 5, respectively [56]. The
voltage curve and the IC curve of the fresh cell, which is identical to the cells used in real
vehicles, are shown in Figure 6. The curve is derived from the constant-current charging
process with the use of cycling devices in the laboratory before the aging experiment, with
a current of 10.5 A. It can be clearly seen that the three peaks of the IC curve correspond to
the three plateaus of the voltage curve.
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obvious peaks in the IC curve, which correspond to the phase transformation processes of the graphite
anode. (a) Voltage curve of the fresh cell; (b) IC curve of the fresh cell.

Previous studies have shown that the height, envelope area, and location of IC peaks,
which are highly related to cell degradation, are great indicators of battery capacity and
degradation mechanisms [57,58]. In the traditional method, these knowledge-based fea-
tures of all IC peaks are used as inputs for machine learning modeling [42,44]. However,
in practice, the charging process of EVs is very stochastic and, in most cases, would not
cover the SOC range from 0 to 100%, which means that all these features could be hardly
simultaneously obtained in a charging process. Thus, these early efforts can be barely ap-
plied in practice. As shown in Figure 2d,e, most of the charging processes cover the voltage
range from 3.34 V to 3.4 V, indicating that Peak 1 is available in the majority of charging
segments. In addition, as previous studies show, the degradation of Peak 1 is expected to
arise from the LLI process, which is considered to be the major degradation mode of LFP
batteries [56,57]. Moreover, the position of Peak 1 implies the internal resistance change
of the batteries. As a consequence, information of Peak 1 could be high-quality features
for capacity estimation under real vehicle conditions. For real vehicle data with a large
sampling interval and noise, the level evaluation analysis (LEAN) method [59], of which
accuracy and reproducibility are proven by mathematical arguments, is used to create the
IC curve.

As for the specific definition of Peak 1, the traditional method with a fixed voltage
range is not applicable to vehicular applications, as the peak location and the start and the
end of the peak might slightly change due to measurement noise and current fluctuation.
Figure 7 demonstrates the specific definition and acquisition method of Peak 1 with an
example. The IC curve is derived from a stochastically selected charging data piece from
the real vehicle dataset. As we can see, the derived IC curve from practical conditions
inevitably exhibits explicit ripples compared with that from laboratory conditions, as
shown in Figure 6. The difference in the height of the IC peak between real vehicle data
and experimental data is due to the precision of the voltage measurement and the sampling
interval. Moreover, a relative degradation can be found in Peak 1 compared to the fresh
cell on account of LLI. The whole peak, including the peak point and the start and the end
of the peak, should be in the voltage range from 3.34 V to 3.4 V. The voltage and IC value of
the peak point is defined as

ICpeak = max(IC(n))
s.t.3.34 ≤ V(n) ≤ 3.4

(1)

npeak = IC−1
(

ICpeak

)
(2)

Vpeak = V
(

npeak

)
(3)
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where IC(n) and V(n) are the IC and voltage series of a charging process, respectively.
npeak is the index of the peak point in the charging process. ICpeak is compared with the
threshold, which is set as 4000, to confirm that the peak is intact. The voltage of the start
and the end of Peak 1 is defined as

Vstart = max(V(n))
s.t.3.34 ≤ V(n) ≤ Vpeak

IC(n) ≤ 400
(4)

Vend = min(V(n))
s.t.Vpeak ≤ V(n) ≤ 3.4

IC(n) ≤ 400
(5)
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Figure 7. The specific definition and acquisition method of Peak 1. The IC curve is derived from a
stochastically selected charging data piece from the real vehicle dataset. The whole peak should be in
the voltage range from 3.34 V to 3.4 V. The peak point corresponds to the point with the highest IC
value in the voltage range from 3.34 V to 3.4 V.

The envelope area of Peak 1 corresponds to the capacity with the voltage range from
the start of Peak 1 to the end of Peak 1.

3.2. Linear Regression Model

As mentioned above, the envelope area of Peak 1, which is highly correlated with
LLI and total capacity degradation, is chosen as the battery SOH indicator and model
output. The correlation between the envelope area of Peak 1 and total capacity degradation
will be further validated by experiments in Section 3.3. The model inputs consist of some
impact factors, which have a high correlation with battery aging, i.e., total ampere-hour
throughput, cycle number, average temperature, average current, and calendar life. Total
ampere-hour throughput can be calculated as:

Ah throughput =
n

∑
k=1

Ik∆t (6)

where Ik means the current at the timestamp k, and ∆t is the sampling interval, though the
method is highly dependent on sensor accuracy. However, total ampere-hour throughput
is calculated based on the integral of the current from the beginning of life, which means
a very long time. If the error of the current is normally distributed, the errors will cancel
each other out over a long period of time.
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Linear regression models, with computational availability and reliability, are promising
for vehicular applications. Moreover, linear equations contribute to better interpretability
for battery degradation. A linear model of the form

ŷi = ŵTxi (7)

is established, where ŷi means the predicted value of the envelope area of Peak 1 of the
charging process i, xi is the n-dimensional input feature vector, and ŵ is the n-dimensional
weight vector. The ordinary least squares (OLS) method is used to minimize the sum of
squared residuals to find the weight ŵ, which can be calculated as:

ŵ = argminw‖y− Xw‖2
2 (8)

The mean squared error (MSE) and coefficient of determination are chosen to evaluate
the model performance. The MSE is defined as

MSE =
1
n

n

∑
i=1

(yi − ŷi)
2 (9)

where yi is the observed value of the envelope area of Peak 1 of the charging process i, and
n is the total number of samples. The coefficient of determination is defined as

R2 = 1− ∑n
i=1(yi − ŷi)

2

∑n
i=1(yi − y)2 (10)

where y is the mean value of all the observed values of the envelope area of Peak 1. R2

indicates the fitting capacity of the model, normally ranging from 0 to 1. R2 = 1 means that,
in an ideal case, all the predicted values are equal to the true values, while R2 = 0 means
that the prediction performance equals just simply using the mean value for prediction.
When the value of R2 is greater than 0.8, we can regard the model as a good model with
strong prediction ability.

Feature selection, a critical procedure in data-driven methods, is conducted to optimize
the accuracy and robustness of the model. The input features are selected according to
the Pearson correlation coefficient and the model performance change when including or
excluding a certain feature, as shown in Table 3. The best features are selected when the
model achieves the best performance of the MSE and R2. In this study, total ampere-hour
throughput is chosen as the best feature, as the model works the best with only total
ampere-hour throughput as the model input. Hence, a single-factor linear regression is
established for the envelope area of Peak 1.

Table 3. Pearson correlation coefficient between envelope area of Peak 1 and different features.

Feature Pearson Coefficient

Total ampere-hour throughput −0.88
Cycle number −0.78

average temperature −0.12
average current 0.02

calendar life −0.74

3.3. Results

To show an example for the results of the linear regression model, six EVs with
maximum slow-charging processes in the dataset are selected and displayed in Figure 8.
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Figure 8. Health indicator estimation results based on total ampere-hour throughput of six sample
EVs. (a) vin8. (b) vin29. (c) vin35. (d) vin36. (e) vin49. (f) vin56.

Each vehicle has more than 50 slow-charging processes, which cover the voltage
range of Peak 1 in the IC curve. The green points represent the health indicator estimation
results, and the red line represents the linear regression model. The degradation trend
of the envelope area of Peak 1 can be observed, which provides the basis for capacity
estimation. A clear trend emerges between the envelope area of Peak 1 and total ampere-
hour throughput, showing the high predictive power of features. Table 4 shows the model
performance of the six EVs. As we can see, this result is highly statistically significant (p <
0.001), and the MSE for the six vehicles in the dataset varies between 0.24 and 0.88, showing
that the algorithms can achieve high predictive performance. In Figure 9, the absolute
model errors of the six sample vehicles are shown. In most cases, the absolute model error
is smaller than 1.5 Ah, demonstrating that the model provides a simple and effective tool
for capacity estimation.
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Table 4. An overview of the measured parameters or status available in the datasets.

Vehicle Index R2 MSE Pearson Coefficient p-Value

Vin8 0.8658 0.2406 −0.93 4.46× 10−37

Vin29 0.8857 0.4694 −0.94 3.20× 10−43

Vin35 0.8144 0.3683 −0.90 2.10× 10−35

Vin36 0.8038 0.4745 −0.90 2.94× 10−44

Vin49 0.7807 0.3045 −0.88 6.22× 10−53

Vin56 0.8847 0.8847 −0.94 3.81× 10−66
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3.4. Validation by Experiments

The linear regression model has been established between the envelope area of Peak 1
and total ampere-hour throughput in Section 3.2. However, whether the envelope area of
Peak 1 is a good battery health indicator should be validated, and the correlation between
the envelope area of Peak 1, and total capacity degradation should be further studied.
Thus, an aging experiment is carried out using the battery, which is the same as those
equipped in the vehicles in the dataset. The cell specifications are summarized in Table 1.
A cell was cycled at 35 ◦C with a 1 C current rate for charging and a 1.5 C current rate for
discharging, where cycling devices (Arbin, LBT-5V100044CH) have been employed. All
charging procedures during cycling aging process and reference performance tests (RPTs)
were performed with a constant-current–constant-voltage (CCCV) cycling protocol, while
a constant-current (CC) protocol is used during the discharging process. The cycled cells
were charged and discharged in the voltage range between 2.0 V and 3.8 V. Temperature
was regulated with climate chambers (Sanwood, SC2-400-CD-3). To assess the aging of
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the cell, reference performance tests were performed at the start of the aging test, at the
end of the aging test, and in intervals of 100 cycles for cycle aging in between. A reference
performance test included two cycles with a 1 C current rate and two cycles with a 10.5 A
current at 25 ◦C. Experiment procedures of the aging test and the reference performance
test in an aging period are shown in Table 5. The former cycles were conducted to obtain
the actual capacity, and the current of the latter cycles was the same as the slow-charging
process in the dataset, to derive the IC curve.

Table 5. Experiment procedures of aging test and reference performance test in an aging period.

Step Operation Current (A) Termination Condition Temperature (◦C)

1 Rest - 1 h 35
2 CC discharging 202.5 End voltage: 2.0 V 35
3 Rest - 30 min 35

4 CC-CV charging 135 End voltage: 3.8 V
Cutoff current: 1/20 C 35

5 Rest - 30 min 35
6 CC discharging 202.5 End voltage: 2.0 V 35
7 Cycle the step from 3 to 6 - Cycle 100 times 35
8 Rest - 1 h 25
9 CC discharging 135 End voltage: 2.0 V 25
10 Rest - 30 min 25

11 CC-CV charging 135 End voltage: 3.8 V
Cutoff current: 1/20 C 25

12 Rest - 30 min 25
13 CC discharging 135 End voltage: 2.0 V 25
14 Cycle the step from 10 to 13 - Cycle twice 25
15 Rest - 1 h 25
16 CC discharging 10.5 End voltage: 2.0 V 25
17 Rest 30 min 25

18 CC-CV charging 10.5 End voltage: 3.8 V
Cutoff current: 1/20 C 25

19 Rest - 30 min 25
20 CC discharging 10.5 End voltage: 2.0 V 25
21 Cycle the step from 17 to 20 - Cycle twice 25

The results of the battery aging experiment are shown in Figure 10. Figure 10a,b
demonstrates the capacity retention as a function of cycle number and total ampere-hour
throughput. As we can see, in most stages of battery life before EOL, the battery is in the
linear aging zone, showing a slow and stable degradation characteristic. The evolution of
the IC curve is shown in Figure 10c with intervals of 100 cycles for cycle aging in between,
and the inset shows a detailed view of Peak 1. The IC curves are derived from charging
cycles with a 10.5 A current, the same as the slow-charging process in the dataset. It can
thus be seen that only Peak 1 degrades, and Peaks 2 and 5 do not change in shape or
size, showing that the envelope area of Peak 1 is a good battery health indicator. The
degradation of the envelope area of Peak 1 as a function of total ampere-hour throughput
is shown in Figure 10d. The linear relation acquired from real vehicle data is verified
(Pearson coefficient = 0.99). As a result, the degradation of Peak 1 can be regarded as the
total degradation of capacity, and the final capacity estimation results based on the linear
regression model between the battery health indicator and total ampere-hour throughput
are shown in Figure 11.
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Figure 10. The results of battery aging experiment: (a) Capacity retention plotted as a function of cycle
number; (b) Capacity retention plotted as a function of total ampere-hour throughput; (c) Evolution
of IC curve in intervals of 100 cycles for cycle aging in between, where the inset shows a detailed
view of Peak 1; (d) Degradation of the envelope area of Peak 1 as a function of total ampere-hour
throughput. The linear relation acquired from real vehicle data is verified.
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4. Capacity Estimation Using Fast-Charging Data
4.1. Typical Fast-Charging Protocols

Contrary to the slow-charging protocols, the protocol of fast charging, which is de-
pendent on the power output ability of chargers, is highly varied, and the current and
the temperature fluctuate wildly over a wide range. The four most typical fast-charging
protocols in the dataset, including the multi-stage constant-current fast-charging protocol,
the current limiting at high-temperature protocol, the current limiting at low-temperature
protocol, and the mild fast-charging protocol, are shown in Figure 12.
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charging protocol; (b) Current limiting at high-temperature protocol; (c) Current limiting at low-
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An example of multi-stage constant-current fast-charging protocols is shown in Fig-
ure 12a. The charging process normally contains three constant-current stages. In the first
stage, the current is larger than 140 A; in the second stage, the current is in the range from
110 A to 130 A; and in the third stage, the current is in the range from 60 A to 80 A. The
current limiting at high-temperature protocol and the current limiting at low-temperature
protocol are shown in Figure 12b,c, respectively. Current limiting at high temperature
might be attributed to safety concerns [60], and current limiting at low temperature might
be attributed to lithium plating avoidance [61]. The mild fast-charging protocol is shown in
Figure 12d. The current rate is much lower than that in the multi-stage constant-current
fast-charging protocol, which could be ascribed to the power output ability of chargers.

4.2. Feature Engineering

As the multi-stage constant-current fast-charging protocol is adopted most frequently,
and because this charging protocol is relatively regular for feature engineering, the multi-
stage constant-current fast-charging protocol is selected as the main object of follow-up
research. According to the current range of each stage, given in the last paragraph, 2640 fast-
charging segments of 85 vehicles are filtered. In order to fully explore the information
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that may reflect the physical degradation generated from the multi-stage constant-current
fast-charging data, a total of 12 features are created for data-driven models, which are
shown in Figure 13 and Table 6. Resistance is chosen, because resistance rise accounts for an
important proportion in capacity degradation due to the large current in the fast-charging
protocols. R0, R1, and R2 represent the internal resistance at different SOC, namely the
internal resistance at low SOC, the internal resistance at middle SOC, and the internal
resistance at high SOC. Moreover, the temperature rise rate is highly related to the internal
resistance regardless of the battery thermal management system. According to [36], the
statistical features of voltage series, including mean, variance, skewness, and kurtosis,
are very indicative and strongly correlated with battery life. Thereinto, R0, R1, and R2
are calculated based on the voltage and current changes at the stage switch point. The
temperature rise rate during Stage 1 is calculated based on the linear regression method.
V_skewness can be calculated as:

V_skewness = log

∣∣∣∣∣∣∣
1
p ∑

p
i=1(vi − v)3

(
√

∑
p
i=1(vi − v)2)

3

∣∣∣∣∣∣∣ (11)

where vi is the voltage value at timestamp i in the voltage series, v is the mean value of the
voltage series, and p is the length of the voltage series. V_kurtosis can be calculated as:

V_kurtosis = log

∣∣∣∣∣∣
1
p ∑

p
i=1(vi − v)4

( 1
p ∑

p
i=1(vi − v)2)

2

∣∣∣∣∣∣ (12)
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Table 6. The features selected from the multi-stage constant-current fast-charging process.

Feature Definition

R0 Internal resistance calculated based on voltage and current
changes at beginning of charging.

R1 Internal resistance calculated based on voltage and current
changes at stage switch point between Stage 1 and Stage 2.

R2 Internal resistance calculated based on voltage and current
changes at stage switch point between Stage 2 and Stage 3.

Temperature rise rate Temperature rise rate during Stage 1 calculated based on
linear regression method.

T1 Duration of Stage 1.
T2 Duration of Stage 2.
T3 Duration of Stage 3.

Charge number Number of charges from beginning of life.
V_mean Mean value of voltage series.

V_variance Variance of voltage series.
V_skewness Skewness of voltage series.
V_kurtosis Kurtosis of voltage series.

4.3. Neural Network Model

For the 2640 fast-charging segments of the 85 vehicles available for training, a fully
connected neural network with two hidden layers was employed for prediction. A deep
learning model with far more parameters is not ideal due to overfitting. The NN model con-
sists of 12 inputs, which were chosen due to a priori knowledge. During the development
of this model, other combinations of input features were investigated but did not yield
significantly improved results. On account of having no true capacity as labels for each
charging process in the real vehicle dataset, total ampere-hour throughput was selected as
the model output. The capacity could be estimated in the next step, based on the model
established in Section 3. A group of hyperparameters were optimized with an optimization
algorithm using a search matrix. The tuning parameters investigated are summarized in
Table 7.

Table 7. A search matrix of hyperparameters was used to identify the optimal set for the neural
network. The bolded number indicates the optimal value.

Hyperparameter Search Range

Number of neurons (first hidden layer) 50, 100, 200, 400
Number of neurons (second hidden layer) 50, 100, 200, 400

Number of epochs 200, 300, 400, 500
Batch size 16, 32, 64

The results of the search matrix are shown in bold in Table 7, indicating that the
combination of two fully connected hidden layers with 200 neurons was the most accurate.
The other final optimization parameters are the number of epochs, 300, and the batch size,
32, which showed the best results from the search matrix. Relu was chosen as the activation
function at each layer in the neural network to avoid the vanishing gradient problem. The
neural network model was optimized using the Adagrad optimizer. The neural network
model was developed in Pytorch using the Python programming language.

All the multi-stage constant-current fast-charging segments were divided into training
set (80%) and test set (20%). The training set is used to choose the model features and set
the values of the parameters in the neural network, and the testing dataset, generated after
model development, is used to evaluate the model performance.
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4.4. Results

The root-mean-square error (RMSE) was chosen to evaluate the model performance.
The RMSE is defined as

RMSE =

√
1
n

n

∑
i=1

(yi − ŷi)
2 (13)

where yi and ŷi are the observed and predicted total ampere-hour throughput, respectively,
of the ith samples; and n is the total number of samples in the dataset. Table 8 shows the
neural network model performance with the RMSE. The RMSE of the training set and
testing set is 1731 and 1986 Ah, respectively. Considering that the nominal capacity of
the battery is 135 Ah, the RMSE of total ampere-hour throughput is 12.82 and 14.71 full
equivalent cycles, indicating that the neural network model achieves good performance
from this point of view. The performance of the neural network is displayed in Figure 14.
Figure 14a shows the observed and the predicted total ampere-hour throughput, i.e., the
model output and label. The point on the black lines means the predicted total ampere-hour
throughput is exactly equal to the ground truth. The distance between the point and the
black line reveals the error of the prediction. It can thus be seen that the model has a high
accuracy in both the training set and the testing set. The output of the neural network
is used as input for the capacity estimation model proposed in Section 3. As shown In
Figure 11d, the linear relationship between the envelope area of Peak 1 and total ampere-
hour throughput is significant, and the weight in linear regression is −4.74× 10−5 Ah/Ah.
The capacity can be calculated based on the relationship between IC features and total
ampere-hour throughput. Thus, the error corresponding to the capacity is only 0.82 Ah and
0.94 Ah, respectively, for the two sub-datasets, and the observed and predicted capacities
are shown in Figure 14b. As a consequence, the neural network, which is based on fast-
charging data and is used to predict total ampere-hour throughput, coupled with linear
regression model, provides a simple and effective tool for capacity estimation. Moreover,
the neural network is trained online based on previous data. The storage requirement is
low, and the computational time is short so that the proposed method can be applied for
online capacity estimation.

Table 8. Model error metrics for the training set and the testing set.

Dataset RMSE of the Dataset (Ah) RMSE of the Dataset (Full Equivalent Cycles)

Training set 1731 12.82
Testing set 1986 14.71
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5. Conclusions

In this work, in order to address the gap between data-driven capacity estimation
methods developed by experimental data and capacity estimation under realistic conditions,
a novel method to estimate the capacity of large-format LiFePO4 batteries based on real
data from electric vehicles is proposed. A comprehensive dataset consisting of 85 vehicles
that has been running for around one year under diverse nominal conditions derived from
a cloud platform is generated. The data are preprocessed, including data NaN inspection,
data continuity inspection, and data splitting and selection. Because the charging data
are stable compared to dynamic driving conditions, features from the charging curves are
selected as model inputs. For slow-charging data, a linear regression capacity estimation
model is established based on IC features according to a priori knowledge of the battery
aging mechanism. The features are insensitive to the initial SOC at the start of charging,
and appear at SOC ranges that most electric vehicles usually operate in. The selected
features are highly correlated with capacity (Pearson correlation coefficient < 0.85 for all
vehicles), and the MSE of the capacity estimation results is less than 1 Ah. On the basis of
typical protocol analysis and mechanism studies, 12 features, including internal resistance,
temperature, and statistical characteristics of the voltage curve, are extracted, and a neural
network model is established for multi-stage variable-current fast-charging data. Finally,
the above two models are integrated to achieve capacity prediction under complex and
changeable actual working conditions, and the error of the capacity estimation method
is less than 1 Ah, i.e., 0.8% SOH. An aging experiment using the battery, which is the
same as those equipped in the vehicles in the dataset, is carried out to verify the methods.
The results show that the proposed model, which combines degradation mechanisms and
big data analysis, has high estimation accuracy and robustness, and can adapt to various
practical working conditions. To the best of the authors’ knowledge, our study is the first
to verify a capacity estimation model derived from field data using an aging experiment
of the same type of battery. Moreover, the well-established model is computationally
efficient, and could be embedded in both realistic BMS and cloud platforms for real-time
implementation. This work provides insights into battery capacity estimation based on
massive real vehicle data.

In the future, more features will be used for modeling, including the conditions of
driving, average speed, and so on. Moreover, data-driven models based on manually
selected features can be upgraded to models that are able to select features automatically.
The transferability of the proposed approach to other battery types or chemistries will
be studied in our next work, since some statistical characteristics of the charging process
unrelated to the battery material are selected as the input of the model. It should be noted
that the proposed linear regression model will have poor performance in the nonlinear
aging zone. A more reliable SOH estimation model, in which the full lifespan of the battery
including the nonlinear aging stage is considered, will be established in our future work.
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