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Figure S1. LIBS mean spectra of certain the battery materials and chosen transition lines analyzed using the described 

method between 215 and 940 nm.
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Table S1. Mean and RSD of training, testing and validation sets accuracies, and training 

and testing times using selected lines as inputs and using the AM algorithm over 10 

iterations. 

Train 

set size 

Value Training set 

accuracy / % 

Testing set 

accuracy / % 

Validation 

set accuracy / 

% 

Training 

time / s 

Testing time  

/ s 

0.01 Mean 9.09 9.09 9.09 2.0E-04 1.5E-01 

RSD <0.01 <0.01 <0.01 2.1E+00 7.4E-02 

0.02 Mean 9.09 9.10 9.10 3.0E-04 1.5E-01 

RSD <0.01 <0.01 <0.01 1.6E+00 6.1E-02 

0.05 Mean 9.16 9.09 9.09 2.0E-04 1.5E-01 

RSD 0.02 <0.01 <0.01 2.1E+00 8.3E-02 

0.1 Mean 9.09 9.09 9.09 2.9E-04 1.5E-01 

RSD <0.01 <0.01 <0.01 1.6E+00 6.0E-02 

0.2 Mean 9.09 9.09 9.09 3.0E-04 1.6E-01 

RSD <0.01 <0.01 <0.01 1.6E+00 5.9E-02 

0.5 Mean 9.09 9.09 9.09 4.0E-04 1.6E-01 

RSD <0.01 <0.01 <0.01 1.3E+00 4.2E-02 

 

Table S2. Mean and RSD of training, testing and validation sets accuracies, and training 

and testing times using selected lines as inputs and using the SVM algorithm over 10 

iterations. 

Train 

set size 

Value Training set 

accuracy / % 

Testing set 

accuracy / % 

Validation 

set accuracy / 

% 

Training 

time / s 

Testing time  

/ s 

0.01 Mean 75.82 66.57 66.87 2.9E-03 7.2E-02 

RSD 0.06 0.10 0.11 3.0E-01 4.9E-02 

0.02 Mean 68.55 64.94 64.73 3.6E-03 9.4E-02 

RSD 0.08 0.07 0.07 3.0E-01 5.4E-02 

0.05 Mean 61.75 61.13 61.25 7.3E-03 1.7E-01 

RSD 0.09 0.08 0.08 2.7E-01 7.2E-02 

0.1 Mean 60.09 58.14 58.14 1.3E-02 2.9E-01 

RSD 0.08 0.11 0.11 2.1E-01 7.1E-02 

0.2 Mean 59.69 58.72 58.65 3.8E-02 5.1E-01 

RSD 0.03 0.06 0.06 1.3E-01 4.7E-02 

0.5 Mean 59.45 59.07 58.44 1.7E-01 1.1E+00 

RSD 0.04 0.05 0.05 9.1E-02 2.6E-02 
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Table S3. Mean and RSD of training, testing and validation sets accuracies, and training 

and testing times using selected lines as inputs and using the RF algorithm over 10 

iterations. 

Train 

set size 

Value Training set 

accuracy / % 

Testing set 

accuracy / % 

Validation 

set accuracy / 

% 

Training 

time / s 

Testing time  

/ s 

0.01 Mean 100.00 87.94 87.77 1.2E-01 8.1E-01 

RSD <0.01 0.02 0.02 4.5E-02 2.8E-02 

0.02 Mean 100.00 92.19 92.26 1.3E-01 8.1E-01 

RSD <0.01 0.01 0.01 3.2E-02 1.4E-02 

0.05 Mean 100.00 94.66 94.57 1.5E-01 8.3E-01 

RSD <0.01 0.01 0.01 2.9E-02 3.8E-02 

0.1 Mean 100.00 95.47 95.54 1.8E-01 8.2E-01 

RSD <0.01 <0.01 <0.01 3.7E-02 1.4E-02 

0.2 Mean 100.00 96.43 96.26 2.6E-01 8.4E-01 

RSD <0.01 <0.01 <0.01 3.1E-02 3.0E-02 

0.5 Mean 100.00 96.65 96.81 5.1E-01 9.0E-01 

RSD <0.01 <0.01 <0.01 2.1E-02 2.9E-02 

 

Table S4. Mean and RSD of training, testing and validation sets accuracies, and training 

and testing times using selected lines as inputs and using the DNN1 algorithm over 10 

iterations. 

Train 

set size 

Value Training set 

accuracy / % 

Testing set 

accuracy / % 

Validation 

set accuracy / 

% 

Training 

time / s 

Testing time  

/ s 

0.01 Mean 97.09 94.76 94.96 1.1E+02 3.4E-01 

RSD 0.02 0.01 <0.01 2.5E-02 1.6E-01 

0.02 Mean 96.64 95.05 95.05 8.4E+01 3.2E-01 

RSD 0.02 0.01 <0.01 2.0E-01 3.5E-02 

0.05 Mean 96.07 95.68 95.46 7.3E+01 3.3E-01 

RSD 0.01 <0.01 <0.01 1.5E-01 2.7E-02 

0.1 Mean 96.02 95.58 95.55 5.9E+01 3.4E-01 

RSD 0.01 <0.01 <0.01 3.3E-01 3.3E-02 

0.2 Mean 96.38 95.91 95.81 5.5E+01 3.3E-01 

RSD 0.01 <0.01 <0.01 3.3E-01 7.2E-02 
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0.5 Mean 96.16 95.97 96.03 4.9E+01 3.3E-01 

RSD 0.01 <0.01 <0.01 4.3E-01 1.8E-02 

 

 

 

 

 

 

 

Figure S2. Accuracy and RSD as functions of the size of the training set for different 

machine learning classification algorithms over 10 iterations using selected transition 

lines. 
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Figure S3. Confusion matrix using selected lines as inputs and using the AM algorithm 

with a 0.01 train set size. 

 

Figure S4. Confusion matrix using selected lines as inputs and using the SVM algorithm 

with a 0.01 train set size. 
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Figure S5. Confusion matrix using selected lines as inputs and using the RF algorithm 

with a 0.01 train set size. 

 

 

Figure S6. Confusion matrix using selected lines as inputs and using the DNN1 

algorithm with a 0.01 train set size. 
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Table S5. Mean and RSD of training, testing and validation sets accuracies, and training 

and testing times using full spectra as inputs and using the AM algorithm over 10 

iterations. 

Train 

set size 

Value Training set 

accuracy / % 

Testing set 

accuracy / % 

Validation 

set accuracy / 

% 

Training 

time / s 

Testing time  

/ s 

0.01 Mean 85.64 82.45 82.38 1.0E-03 1.8E-01 

RSD 0.03 0.02 0.02 4.2E-01 2.1E-01 

0.02 Mean 85.45 82.16 82.07 1.2E-03 1.7E-01 

RSD 0.04 0.03 0.03 4.4E-01 1.9E-01 

0.05 Mean 86.62 84.73 84.88 3.0E-03 2.0E-01 

RSD 0.01 <0.01 0.01 3.9E-01 1.9E-01 

0.1 Mean 85.16 84.72 84.58 4.2E-03 1.7E-01 

RSD 0.01 0.01 0.01 2.9E-01 1.9E-01 

0.2 Mean 85.41 84.56 84.68 8.9E-03 1.9E-01 

RSD 0.01 0.01 0.01 2.8E-01 2.1E-01 

0.5 Mean 84.91 84.71 84.88 1.8E-02 1.8E-01 

RSD 0.01 0.01 <0.01 2.9E-01 1.8E-01 

 

Table S6. Mean and RSD of training, testing and validation sets accuracies, and training 

and testing times using full spectra as inputs and using the SVM algorithm over 10 

iterations. 

Train 

set size 

Value Training set 

accuracy / % 

Testing set 

accuracy / % 

Validation 

set accuracy / 

% 

Training 

time / s 

Testing time  

/ s 

0.01 Mean 80.55 74.89 75.04 1.5E-02 2.2E+00 

RSD 0.06 0.05 0.05 1.1E+00 3.6E-02 

0.02 Mean 78.45 75.65 75.44 2.0E-02 2.9E+00 

RSD 0.04 0.04 0.04 9.5E-01 9.6E-02 

0.05 Mean 79.85 78.64 78.86 3.3E-02 3.8E+00 

RSD 0.04 0.02 0.02 6.0E-02 2.5E-02 

0.1 Mean 81.05 80.89 80.74 7.3E-02 4.2E+00 

RSD 0.02 0.02 0.01 3.6E-01 1.2E-02 

0.2 Mean 83.04 82.56 82.70 1.6E-01 4.8E+00 

RSD 0.01 0.02 0.01 1.2E-01 7.7E-03 

0.5 Mean 84.75 84.49 84.63 6.4E-01 6.6E+00 

RSD <0.01 0.01 <0.01 2.8E-02 7.0E-03 
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Table S7. Mean and RSD of training, testing and validation sets accuracies, and training 

and testing times using full spectra as inputs and using the RF algorithm over 10 

iterations. 

Train 

set size 

Value Training set 

accuracy / % 

Testing set 

accuracy / % 

Validation 

set accuracy / 

% 

Training 

time / s 

Testing time  

/ s 

0.01 Mean 100.00 78.95 78.97 2.5E-01 1.2E+00 

RSD <0.01 0.04 0.04 6.8E-02 2.3E-02 

0.02 Mean 100.00 88.93 88.73 4.0E-01 1.2E+00 

RSD <0.01 0.01 0.01 4.3E-02 1.4E-02 

0.05 Mean 100.00 94.47 94.27 9.1E-01 1.2E+00 

RSD <0.01 0.01 0.01 1.3E-02 2.5E-02 

0.1 Mean 100.00 96.49 96.44 1.8E+00 1.2E+00 

RSD <0.01 0.01 0.01 1.0E-02 2.6E-02 

0.2 Mean 100.00 97.91 97.99 3.8E+00 1.3E+00 

RSD <0.01 0.01 0.01 1.5E-02 1.5E-02 

0.5 Mean 100.00 99.16 99.14 1.0E+01 1.3E+00 

RSD <0.01 <0.01 <0.01 9.1E-03 3.5E-02 

 

Table S8. Mean and RSD of training, testing and validation sets accuracies, and training 

and testing times using full spectra as inputs and using the DNN1 algorithm over 10 

iterations. 

Train 

set size 

Value Training set 

accuracy / % 

Testing set 

accuracy / % 

Validation 

set accuracy / 

% 

Training 

time / s 

Testing time  

/ s 

0.01 Mean 100.00 93.02 93.03 9.6E+01 1.1E+00 

RSD <0.01 0.02 0.02 8.4E-02 6.2E-02 

0.02 Mean 99.91 96.17 96.13 6.4E+01 1.2E+00 

RSD <0.01 0.01 0.01 1.6E-01 1.2E-01 

0.05 Mean 99.75 97.97 97.95 7.0E+01 1.3E+00 

RSD <0.01 0.01 0.01 4.4E-01 8.5E-02 

0.1 Mean 99.42 98.22 98.16 5.0E+01 1.4E+00 

RSD <0.01 0.01 0.01 4.4E-01 3.1E-02 

0.2 Mean 99.95 99.55 99.59 6.4E+01 1.4E+00 

RSD <0.01 <0.01 <0.01 3.1E-01 3.3E-02 

0.5 Mean 100.00 99.97 99.94 6.2E+01 1.6E+00 
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RSD <0.01 <0.01 <0.01 2.5E-01 2.4E-01 

 

 

Table S9. Mean and RSD of training, testing and validation sets accuracies, and training 

and testing times using full spectra as inputs and using the DNN2 algorithm over 10 

iterations. 

Train 

set size 

Value Training set 

accuracy / % 

Testing set 

accuracy / % 

Validation 

set accuracy / 

% 

Training 

time / s 

Testing time  

/ s 

0.01 Mean 100.00 93.03 93.12 9.2E+01 1.1E+00 

RSD <0.01 0.02 0.02 8.7E-02 4.6E-02 

0.02 Mean 99.73 96.24 96.17 6.5E+01 1.2E+00 

RSD <0.01 0.01 0.01 1.2E-01 3.6E-02 

0.05 Mean 99.05 97.44 97.42 5.5E+01 1.3E+00 

RSD 0.01 0.01 0.01 4.2E-01 9.2E-02 

0.1 Mean 99.18 98.01 97.93 5.0E+01 1.4E+00 

RSD 0.01 0.01 0.01 3.5E-01 6.7E-02 

0.2 Mean 99.95 99.60 99.63 7.5E+01 1.5E+00 

RSD <0.01 <0.01 <0.01 3.3E-01 2.9E-02 

0.5 Mean 99.99 99.95 99.93 5.5E+01 1.5E+00 

RSD <0.01 <0.01 <0.01 2.3E-01 4.4E-02 

 

Table S10. Mean and RSD of training, testing and validation sets accuracies, and 

training and testing times using full spectra as inputs and using the DNN3 algorithm 

over 10 iterations. 

Train 

set size 

Value Training set 

accuracy / % 

Testing set 

accuracy / % 

Validation 

set accuracy / 

% 

Training 

time / s 

Testing time  

/ s 

0.01 Mean 97.09 90.48 90.49 8.5E+01 1.2E+00 

RSD 0.07 0.06 0.06 1.9E-01 1.2E-01 

0.02 Mean 99.73 96.12 96.06 6.1E+01 1.2E+00 

RSD <0.01 0.01 0.01 1.2E-01 4.7E-02 

0.05 Mean 98.95 97.48 97.41 5.4E+01 1.3E+00 

RSD 0.01 0.01 0.01 4.4E-01 7.3E-02 

0.1 Mean 98.00 97.23 97.03 4.5E+01 1.4E+00 

RSD 0.01 0.01 0.01 3.8E-01 4.5E-02 

0.2 Mean 99.90 99.50 99.50 7.0E+01 1.5E+00 
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RSD <0.01 0.01 0.01 2.9E-01 1.2E-01 

0.5 Mean 100.00 99.92 99.92 5.5E+01 1.5E+00 

RSD <0.01 <0.01 <0.01 1.7E-01 2.8E-02 

 

 

Table S11. Mean and RSD of training, testing and validation sets accuracies, and 

training and testing times using full spectra as inputs and using the CNN1 algorithm 

over 10 iterations. 

Train 

set size 

Value Training set 

accuracy / % 

Testing set 

accuracy / % 

Validation 

set accuracy / 

% 

Training 

time / s 

Testing time  

/ s 

0.01 Mean 82.55 77.62 77.68 1.1E+02 1.4E+00 

RSD 0.44 0.44 0.44 4.7E-01 5.5E-02 

0.02 Mean 82.00 80.00 79.94 8.1E+01 1.5E+00 

RSD 0.44 0.44 0.44 5.3E-01 9.2E-02 

0.05 Mean 99.31 98.07 98.18 9.4E+01 1.6E+00 

RSD 0.01 0.01 0.01 6.3E-01 5.1E-02 

0.1 Mean 99.24 98.90 98.88 1.1E+02 1.7E+00 

RSD 0.01 0.01 0.01 5.8E-01 3.6E-02 

0.2 Mean 100.00 99.93 99.94 1.2E+02 1.7E+00 

RSD <0.01 <0.01 <0.01 2.4E-01 2.1E-02 

0.5 Mean 100.00 100.00 99.99 7.2E+01 1.8E+00 

RSD <0.01 <0.01 <0.01 2.3E-01 1.0E-01 
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Figure S7. Confusion matrix using full spectra as inputs and using the AM algorithm 

with a 0.01 train set size. 

 

Figure S8. Confusion matrix using full spectra as inputs and using the SVM algorithm with a 

0.01 train set size. 
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Figure S9. Confusion matrix using full spectra as inputs and using the RF algorithm 

with a 0.01 train set size. 

 

Figure S10. Confusion matrix using full spectra as inputs and using the DNN1 algorithm with a 

0.01 train set size. 



16 
 

 

Figure S11. Confusion matrix using full spectra as inputs and using the DNN2 

algorithm with a 0.01 train set size. 

 

 

Figure S12. Confusion matrix using full spectra as inputs and using the DNN3 algorithm with a 

0.01 train set size. 
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Figure S13. Confusion matrix using full spectra as inputs and using the CNN1 

algorithm with a 0.01 train set size. 
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Figure S14. Training and testing times and RSD as functions of the size of the training 

set for different machine learning classification algorithms over 10 iterations using full 

spectra. 


