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Abstract: Accurate state of health (SoH) estimation is crucial to optimize the lifetime of Li-ion cells
while ensuring safety during operations. This work introduces a methodology to track Li-ion cells
degradation and estimate SoH based on electrochemical impedance spectroscopy (EIS) measurements.
Distribution of relaxation times (DRT) were exploited to derive indicators linked to the so-called
degradation modes (DMs), which group the different aging mechanisms. The combination of these
indicators was used to model the aging progression over the whole lifetime (both in the “pre-knee”
and “after-knee” regions), enabling a physics-based SoH estimation. The methodology was applied
to commercial cylindrical cells (NMC811|Graphite SiOx). The results showed that loss of lithium
inventory (LLI) is the main driving factor for cell degradation, followed by loss of cathode active
material (LAMC). SoH estimation was achievable with a mean absolute error lower than 0.75%
for SoH values higher than 85% and lower than 3.70% SoH values between 85% and 80% (end of
life). The analyses of the results will allow for guidelines to be defined to replicate the presented
methodology, characterize new Li-ion cell types, and perform onboard SoH estimation in battery
management system (BMS) solutions.

Keywords: state of health; degradation modes; battery aging; lithium-ion batteries; electrochemical
impedance spectroscopy; distribution of relaxation times; battery management systems

1. Introduction

Li-ion cells are considered a promising and mature technology to guide the ecological
transition to renewable energy sources for mobile devices, the transportation sector and
also for stationary storage [1–3]. This success is based on high energy and power density,
long cycle life, relatively high safety and continuously decreasing costs [4–6]. Smooth and
safe operations of Li-ion cells are ensured by the battery management systems (BMSs).
BMSs include several features to monitor the battery cells, to ensure safe operations,
and to optimize battery lifetime [7,8]. As regard the latter point, the tracking of battery
health evolution is crucial but challenging because power and capacity fade are caused
by various interdependent degradation mechanisms that affect the components inside the
cells [9,10]. Those mechanisms can be clustered depending on their main effects into the
so-called degradation modes (DMs): (i) loss of lithium inventory (LLI), which accounts
consumption of lithium ions for decomposition reactions, solid electrolyte interface (SEI)
layer growth and lithium plating; (ii) loss of cathode active material (LAMC), which
accounts for electrode structural disordering, particle cracking and loss of electric contact;
and (iii) loss of anode active material (LAMA) which accounts for the same mechanisms
of LAMC but on the anode side, including also graphite exfoliation and blocking of active
sites by passivation surface layers [9,11,12].

Next-generation BMSs will exploit non-invasive characterization techniques to provide
indication of the occurring DMs and ultimately estimate the state of health (SoH) [13–15].
Among the different techniques presented in the literature, the most suitable measurements
to achieve the objective are: (i) pseudo-open circuit voltage (pOCV), i.e., full charge or
discharge profile at low constant current and (ii) electrochemical impedance spectroscopy
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(EIS), that maps cells’ impedance over different galvanostatic or potentiostatic excitation
frequencies [16,17].

pOCV-based techniques allow users to identify and quantify DMs with high accuracy,
but they require a low current rate and long test duration to obtain a quasi-equilibrium
condition (i.e., no-load condition). However, it is difficult to achieve these conditions
during battery operation [17]. pOCV curves of the two electrodes at beginning of life (BoL)
are directly used in the so-called “pOCV methods” to assess degradation in a backward
basis [9,11,18]. Even though parametric models have been introduced to estimate LLI and
LAM, the main drawback is that the DMs may not be estimated uniquely [18]. Other pOCV-
based methods are the incremental capacity (IC) and differential voltage (DV) analyses,
based on the evaluation of specific features from the OCV profiles. LAM and LLI indicators
are obtained in [19] respectively by IC and DV curves and in [20] by IC curves highlighting
the longer incubation time of LAM at anode and cathode sides with respect to LLI. IC
profiles are also exploited for SoH estimation, as shown by Schaltz et al. in [21] and by
Lin et al. in [22]. However, the main disadvantage for practical implementation of IC/DV
method is the need for smooth and high resolution OCV profiles, which demand for
additional computational effort from the BMS hardware in on-board applications [17].

EIS-based techniques allow for a shorter diagnosis and provide valuable information
to understand the processes and degradation mechanisms occurring inside the cell [23–26].
In general, electric circuit models (ECM) are exploited to extract the features of interest and
develop degradation indicators. For instance, Pastor-Fernández et al. identified LLI from
the mid-frequency region (semiarch) and LAM from the low-frequency region (diffusive
tail) in [19]. However, the authors explained that the accuracy is highly dependent on
measurement quality and the chosen ECM. A way to overcome the model dependency is to
apply distribution of relaxation times (DRT), which help in highlighting the processes that
are usually overlapped in the frequency domain (impedance Nyquist plot) [27–29]. Zhou
et al. proposed in [30] and later in [31] a technique to evaluate the growth of resistance
related to contact, SEI, charge transfer and diffusion polarization processes. The authors
demonstrated the utility in monitoring battery aging and the advantage of using DRT to
separate electrolyte- and solid-phase diffusion. However, the analyses were limited to the
model parameters and not to the different DMs and SoH estimation. Carthy et al. performed
a detailed review about SoH estimation with EIS, showing that ECM fitting methods
are widely applied [32]. Those methods showed a maximum estimation error between
3.7% and 15%, depending on the cell chemistry and on the testing conditions [33–36].
However, in most cases, even if EIS provides valuable information about the physical
processes occurring in the cell, the resulting SoH estimation is not directly related to the
physical processes and degradation mechanisms occurring inside the cell. Zhang et al.
instead proposed a SoH estimation method based on DRT while applying data-driven
methods, showing a maximum RMSE of 1.65% [17]. However, the work did not include
a specific quantification of DMs but only the evolution of the parameters linked to SoH
estimation. For practical implementation of the EIS-based methods described above,
different approaches have been presented in literature to perform EIS measurements: use
of an AC signal generator which can apply current with specific frequency to battery
packs [37,38]; signal processing methods [39] and smart sensing management systems that
allow for direct measurement of cell impedance [40]. Moreover, there are products already
available on the market, such as the evaluation boards and management systems described
in [41,42].

In summary, the main limitations from the literature are twofold: (i) the need for long
and complex measurements, as for instance the pOCV and its IC/DV derivation, which
make them unexploitable in BMS applications; and (ii) the challenge in fitting EIS from
ECM, and its utilization for SoH estimation, being aware of the degradation occurring in
the cell. This work aimed to overcome these two limitations by:
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1. Defining a suitable EIS-based SoH estimation model which uses degradation indica-
tors directly linked to DMs, allowing principled modelling of the physical phenomena
(i.e., physics-based SoH estimation);

2. Defining a simple and robust framework that could be exploited for online-SoH esti-
mation by next generation smart BMSs based on (i) an appropriate testing campaign
to initialize the SoH estimation model for a new Li-ion chemistry/model and (ii) the
capability to run onboard EIS measurement.

The work is organized as follows: Section 2 presents materials and methods. The
inputs of this work (i.e., material) are the results of cycling aging tests, including EIS
measurements, and the DRT calculation algorithm with peaks attribution, as presented
in authors’ previous works [43,44]. This work exploits the findings of the previous ones
extending the use of DRT to obtain quantitative information about cell degradation with
specific indicators and performing SoH estimation from those indicators. The methodology
is applied on the experimental dataset in Section 3, where the results about degradation
indicators and SoH estimation are showed. Section 4 presents the output of this work:
(i) discussion of the obtained results; and (ii) the guidelines to perform online degradation
tracking and SoH estimation in BMSs. Final remarks are given in the conclusions.

2. Materials and Methods
2.1. Inputs: Experimental Dataset and DRT Characterization

The experimental dataset used in this work includes cycling aging tests performed on
the commercial cylindrical cells presented in Table 1, with lithium Nickel Manganese Cobalt
oxide (NMC 811) as cathode material and graphite with silica particles (graphite-SiOx)
as anode material. The testing campaign has been performed at the CSEM’s Sustainable
Energy Center, Neuchâtel (Switzerland) with testing set-up composed of: (i) a cell tester
Biologic BCS815 equipped with 32 parallel, 9V−15A channels (±0.01% FSD accuracy on
the voltage and ±0.015% FSD accuracy on current, for each available range) with EIS
spectroscope multiplexed and able to range from 10 kHz to 10 mHz (Figure 1a) [45];
and (ii) a thermostatic chamber ATT-DM1200T with −45 ◦C–180 ◦C temperature range
(Figure 1b) [46]. Ten different cycling conditions have been studied and their details together
with the corresponding cell’s IDs are given in Table 2. The tests have been performed in the
thermostatic chamber at a constant temperature of 20 ◦C (Figure 1c).

Table 1. Main characteristics of the cylindrical commercial cell under investigation. Current-rate
(C-rate) values are calculated with respect to the nominal capacity.

Cell Name INR21700 M50

Manufacturer LG Chem
Cathode chemistry NMC811
Anode chemistry Graphite-SiOx
Nominal capacity [mAh] 5010
Nominal voltage [V] 3.63
Standard charge current [mA] 1455 (C-rate: C/3)
Standard discharge current [mA] 970 (C-rate: C/5)
Standard cycling current [mA] 1455 (C-rate: C/3)
Maximum voltage [V] 4.2
Minimum voltage [V] 2.5
Current cut-off [mA] 50 (C-rate: C/100)
Weight [g] 68.0
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Figure 1. Overview of equipment and cells in Sustainable Energy Center laboratory at CSEM:
(a) Biologic BCS815 Battery tester; (b) ATT-DM1200T Thermostatic chamber and; (c) NMC 811 cells
under investigation inside the thermostatic chamber.

Table 2. Overview of cycling aging testing protocols applied to commercial Li-ion cells. The cycling
test type is compared to the reference case (1st row).

Cell ID Cycling Test Type DoD [%] SoC Interval [%] Charging Rate Discharging Rate

REF Reference case (by datasheet) 100 0–100 C/3 1 C/3
REF_w/oCV Reference without CV phase 100 0–100 C/3 C/3
DOD20 Reduced DoD 20 80–100 C/3 C/3
DOD60 Reduced DoD 60 20–80 C/3 C/3
FC05 Faster charging rate 100 0–100 C/2 1 C/3
FC1 Faster charging rate 100 0–100 1C 1 C/3
FC2 Faster charging rate 100 0–100 2C 1 C/3
FD05 Faster discharging rate 100 0–100 C/3 1 C/2
FD1 Faster discharging rate 100 0–100 C/3 1 1C
FD2 Faster discharging rate 100 0–100 C/3 1 2C

1 Including Constant Voltage phase with cut-off current at C/50.

The reference case (ID:REF) has been set following the details given by the cell manu-
facturer. Then, in the other cases the depth of discharge (DoD), charging rate or discharging
rate were tuned to obtain different degradation paths.

The cells were cycled until end of life (EoL) or end of tests (EoT). In the first case, the
tests were stopped as soon as they reached SoH = 80%. In the second case, the tests were
stopped whenever the cell reached 1000 equivalent cycles (EqC) regardless of the SoH level,
where the EqC was defined as the ratio between the cumulated cycled capacity and two
times the initial capacity.

At beginning of life (BoL) and every 50 EqC a diagnosis phase was run to measure the
cell capacity Ci (C0 being the one at BoL) and EIS spectra at different SoCs. The capacity
measurements have been used to calculate the SoH as the standard ratio Ci/C0.

The SoH progressions for the different testing protocols are shown in Figure 2. The cells
cycled at reduced DoD have been all stopped due to EoT rather than EoL, with SoH higher
than 90% in all cases. High discharging rate tests and specifically cells ID:FD05 and FD1
showed a SoH evolution curve similar to cell ID:REF, with SoH higher than 85% at 1000 EqC.
Highly fast-charged cells (ID:FC1 and ID:FC2) showed a steep capacity fade, reaching
EoL with a number of cycles lower than 100. The remaining cells (ID:REF_w/oCV and
FC05) instead showed the so-called “knee” (inflection-point) where degradation accelerates
leading to larger capacity fade. The “knee” can be caused by different pathways (or failure
modes) that are driven by a complex combination of parameters, such as cell geometry,
testing condition and degradation status of the cell components [47]. Generally, this
inflection point is attributed to the onset of irreversible lithium plating on the anode surface
and is unrelated to the linear aging behavior before this point [48,49]. Therefore, it is
relevant to separate these two degradation regions and model them separately. In the
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following sections, the cells’ degradation will be described as “pre-knee” or “after-knee”
based on the characteristics described above.
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EIS spectra were validated via the Kramers–Kronig (KK) test to verify quality and time
invariance and used to compute DRT profiles [50,51]. The DRT calculation assumes that an
impedance spectrum Z (jω) can be represented as the sum of a resistor that represent ohmic
resistance (RΩ) and an infinite series of RC elements, as shown in the following equation:

Z (jω) = RΩ +
∫ ∞

0

g(τ)
1 + jωτ

dτ (1)

where g(τ) is the function that represents the time relaxation characteristics of the electro-
chemical system under evaluation and that satisfies the conditions of non-negativity (total
and partial polarization resistances are positive for most of the electrochemical systems).
The DRT function, i.e., g(τ) is discretized and solved applying Tikhonov regularization
method [52,53]. Details about the mathematical formulation and the algorithm exploited
for DRT computation from EIS of Li-ion cells are given in [43]. The peak-based represen-
tation of g(τ) allows to discriminate between different processes occurring at different
time constant values. The contribution of those processes is quantified with the resistance
values Ri which are found by computing the area under the peaks, when knowing the time
constant range [τbeg; τend]:

Ri =
∫ τend

τbeg

g(τ) dτ (2)

The DRT peaks attribution is crucial to determine which are the main processes and
degradation mechanisms occurring in the cells. As mentioned above, this work exploits the
peak attribution performed in [44], where previous works, such as the analyses of Wildfeuer
et al. in [54] and Zhou et al. in [31], have been analyzed and extended with experimental
investigations on the same cell type selected in this work. Commercial cells and half-cells
DRT profiles were compared to understand the impact of the two electrodes and were
validated applying post-mortem analyses with imaging techniques. Those information are
used in the next Section to define proxy indicators to track cell degradation.

2.2. Methodology

Figure 3 represents the typical DRT profile of the cells under investigations. The
results of DRT peaks attribution were exploited to define which peaks need to be tracked
to quantify specific DMs:
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• Peak 2 is attributed to the growth and decomposition of SEI layer and presence of
lithium plating on the anode side; it will be used to account for Loss of Lithium
Inventory (LLI);

• Peak 3 and peak 4 are attributed to cathode degradation (specifically particle cracking
for NMC811) and they are therefore used to account for Loss of Cathode Active
Material (LAMC);

• Peak 5 is attributed to graphite degradation and it is hence used to account for Loss of
Anode Active Material (LAMA).
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Figure 3. Typical DRT profile of the cylindrical commercial cells under investigation. Attribution of
physical processes, degradation mechanisms and degradation modes. The readers are addressed
to [44] and the literature cited therein for more details, specifically [31,54] for similar methodologies
and [9,55,56] for details on the degradation mechanisms.

The resistance values of the peaks describing the DMs are combined to quantify the
total impedance RDM:

RDM = RLLI + RLAMC + RLAMA (3)

where RLLI is the resistance of peak 2, RLAMC the resistance of peaks 3 and 4 and RLAMA the
resistance of peak 5. RDM is used as proxy in the following Sections deriving indicators to
evaluate cell degradation and to estimate SoH.

2.2.1. Degradation Indicators

Three indicators are defined to track the DMs occurring in Li-ion cells as percentage increase
of Rk at diagnosis step i with respect to the initial state 0, where k = LLI, LAMC and LAMA.
The generic indicator ki is normalized with the initial total impedance RDM,0 and computed
as follows:

ki[%] =
Rk,i − Rk,0

RDM,0
·100 , k = LLI, LAMC, LAMA (4)

The computed values of those indicators could show deviations that are due to the
DRT calculation (solving an optimization problem with regularization methods [43]) but
that could also come from noisy measurements, especially thinking about onboard imple-
mentation in BMS [17,19]. Therefore, a method to filter the indicators is necessary to better
appreciate the evolution of DMs and to understand which one is prevailing. The indicators’
filtering process is based on a linear fitting model applied on a defined number of prior
measured points with a sliding window. The process is composed by 3 steps, as shown in
Figure 4:
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1. A set of prior points is selected based on a sliding window of size W and is concate-
nated with the indicator ki_calc computed at diagnosis step i;

2. A linear fitting model is applied to the selected vectors;
3. The linear model is used to compute the corrected value of ki.
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The sliding window is applied to smooth the indicator small fluctuations and to
highlight the large variations due to sudden increase of degradation (e.g., reaching “knee”
point). Knowing the maximum variation of DM indicators, corresponding at EoL condition,
it is possible to fix limit thresholds to identify outliers and improve even more the filtering
process. When ki_calc is considered outlier, the value of ki is computed with the linear
model obtained only with prior diagnosis points.

Once the degradation indicators are filtered, they are used to compute the total degra-
dation modes parameter TDMi as follows:

TDMi[%] = LLIi[%] + LAMC,i[%] + LAMA,i[%] (5)

2.2.2. SoH Estimation

The parameter TDMi was used as indicator to perform SoH estimation. The relation-
ship between SoH and TDMi is shown in Figure 5a for the experimental dataset presented
in Section 2.1: it is possible to distinguish two main regions that are related to the “pre-
knee” and the “after-knee” progressions of the SoH trend (Figure 2). Having as an objective
SoH estimation in both the two regions, a piecewise model is adopted to build two SoH
functions that represents “pre-knee” and “after-knee” degradations. In this way, the SoH
model maintains a simple structure yet robust in the “after-knee” trend, crucial to avoid
safety issues related to severely aged Li-ion cells.

Moreover, an additional indicator must be used to distinguish the two regions of
Figure 5a. All the parameters extracted by DRT together with the ohmic resistance RΩ have
been compared to find the most effective one. The analyses showed that the ohmic resis-
tance variation between two consecutives measurements ∆RΩ,i ((RΩ,i − RΩ,i−1)/RΩ,i−1)
was providing the most accurate results in differentiating between “pre-knee” and “after-
knee” behavior.

Sensitivity analysis was performed to define the threshold value that better discrimi-
nate the two regions. A graphical validation of the threshold is obtained checking if the
selected value allows to identify all the “after-knee” points on SoH progression curves. For
the cells under investigation, the optimal result was found at ∆RΩ,i = 1%; the graphical
validation is showed in Figure 5b.
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threshold equal to 1%, identifying all the points with “after-knee” behavior.

Once ∆RΩ,i threshold is set, SoH can be estimated via logarithmic decay functions.
This type of function allows to model the initial steep decay and the consequent slower
decay for larger TDMi values (Figure 5a). Approaching the inflection point, i.e., the knee, a
second function is used to represent the subsequent steep decay. The SoH piecewise model
is described as follows:

SoH [%] =

{
1− A1·log(B1·TDMi + 1), i f ∆RΩ,i ≤ 1%

SoHlast − A2·log(B2·(TDMi − TDMlast) + 1), i f ∆RΩ,i > 1%
(6)

When the cells show “pre-knee” behavior, i.e., ∆RΩ,i ≤ 1%, the coefficients (A1, B1)
are found by fitting the available measurement of SoH. When the cells show “after-knee”
behavior instead (∆RΩ,i > 1%), the SoH function includes two additional parameters: the
value of SoH (SoHlast) and the value of the total degradation indicator (TDMlast) before
the knee. As described in Section 2.1, “after-knee” behavior shows an acceleration in
capacity fade unrelated to the previous aging behavior. The two additional parameters are
introduced to normalize the function because the “knee” does not occur always at the same
conditions (i.e., SoH and TDMi) for each cell. Once these parameters are fixed with the last
previous point computed in “pre-knee” condition, the coefficients (A2, B2) are found by
fitting the available measurements of SoH.

Finally, a validation flow was conceived to evaluate the accuracy of the resulting SoH
estimation. Training and validation subsets are shown in Figure 6. Given a specific number
of tested cells n (n = 10 in this case), the two subsets are defined as follows:

• Training subset: n1 cells are selected and their EIS measurements are used to com-
pute degradation indicators and ohmic indicator. SoH values are fitted to find the
parameters of the model described in Equation (6).

• Validation subset: n2 cells (i.e., n2 = 10 − n1) are used to compute the TDMi indicator
and the SoH is estimated with the SoH model checking the value of ∆RΩ. Finally, the
estimated value is compared with the one computed by capacity measurement.

The error Ei[%] between estimated (SoHestimated,i) and measured (SoHmeasured,i) SoH is
defined as:

Ei[%] = SoHestimated,i − SoHmeasured,i (7)

Therefore, a positive error means overestimation and a negative error means under-
estimation. The estimation error is evaluated for all the measured SoH values (every 50
eqC). Box plots are exploited to interpret the quality of the estimation. Two additional
performance indicators are used to quantify reliability on the estimation: the Mean Bias
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Error (MBE) and the Mean Absolute Error (MAE). The first one captures the average bias
in the estimation and is computed as follows:

MBE [%] =
1
n
·

n

∑
i=1

Ei (8)

where n is the total number of diagnosis points. General underestimation of SoH could
be a disadvantage on economic point of view, because the battery could not be exploited
in the best way, but it could be an advantage in terms of safety, especially in “after-knee”
conditions when the capacity fade is very fast. In this way, it could be possible to avoid
cell dangerous conditions. The second performance indicator takes the absolute values of
the individual estimation errors and gives more direct information on correctness of the
estimation. It is computed as follows (given n number of points):

MAE [%] =
1
n
·

n

∑
i=1
|Ei| (9)
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3. Results

This chapter presents the results obtained by applying the above methodology on the
experimental dataset presented in Section 2.1. Specifically, Section 3.1 will give a quantifica-
tion to the degradations indicators, and Section 3.2 will present the SoH estimation results
obtained by using the same.

3.1. Degradation Indicators

The degradation indicators have been computed selecting the EIS spectra measured
at 50% SoC on the cells listed in Figure 2. On average, the KK test returned maximum
residuals lower than 1.1% from BoL to EoL/EoT, which allows for a reliable DRT calculation.
The equations presented in Section 2 have been then used to compute the DMs and the
degradation indicators. An example of the indicators is given in Figure 7a–c for cell ID:REF.
The plots show both the calculated values of LLIi, LAMC,i and LAMA,i and the filtered
values (sliding window size equal to 7 prior points) that are highlighted with dashed lines.
The three DMs show different evolutions over the cell lifetime (i.e., at increasing EqC):

• LLI (Figure 7a): a monotonic growth is observed until around 400 EqC when the
indicator decreases its growth and starts to oscillate;

• LAMC (Figure 7c): cell’s cathode is not impacted by degradation until 200 EqC; after
this point it shows a constant growth up to 60% at 1000 EqC;

• LAMA (Figure 7b): this DM is not affecting cell performances until about 800 EqC.
Moreover, its magnitude is one order of magnitude lower than the other two indicators.
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Figure 7. Example of degradation indicators computed for cell ID:REF (cycling in reference condition,
C/3 symmetric with Constant Voltage-phase during charge). The plots show both the not corrected
and corrected values of: (a) LLI, (b) LAMA, (c) LAMC and (d) TDM.

Those trends suggest that cell aging is mainly driven by SEI-related degradation and
lithium plating up to 400 EqC and then by cathode degradation (particle cracking), growing
with a faster rate than LLI related mechanisms until EoT. Graphite degradation is negligible
and not influencing battery performances.

The total degradation indicator TDM is showed in Figure 7d, where the corrected
trend (i.e., sum of corrected DMs) shows a more stable evolution compared with the
calculated one.

Figure 8 presents an overview of all the degradation indicators of all the tested cells
(reference to cell IDs in Table 2). Each DM is represented with a different color and their
cumulated area represents the indicator TDM as function of EqC. In general, LLI has a big
influence on cell degradation and it is the main DM for reduced DoD protocols (Figure 8c,d),
but it is also true that the same cells (ID:DOD20, ID:DOD60) recorded the smallest TDM,
with values lower than 30% at EoT (at 1000 EqC). In other, more stressing conditions,
also the other DMs appeared. In cell ID:REF, cell ID:FC05 and the high discharging rate
cells, LAMC has also a large impact on degradation (Figure 8a,e,h–j). In the cases of high
discharging rate at 0.5C (cell ID:FD05) and at 2C (cell ID:FD2), LAMC growth up to 100%
and 140%, being the most impacting DM and suggesting that cathode particle cracking is
driving cell degradation. High charging rate conditions at 1C and 2C instead brought large
and fast degradation, with an increase of TDM up to 200% in less than 100 EqC (Figure 8f,g).
In both cases the degradation is driven by LLI and LAMA in similar quantities: the lithium
plating generated inside those cells was reducing the available surface, therefore inhibiting
graphite use [44,57]. The other two cells that showed “after-knee” behavior, i.e., cell
ID:REF_w/oCV and cell ID:FC05 presented a small amount of LAMA (5–12%) at late cycles
corresponding to the “after-knee” region (Figure 8b,e). In those cases, EoL was reached
mainly due to lithium plating without significant inhibition of graphite surface as in high
charging rate cells (ID:FC1 and ID:FC2).

3.2. SoH Estimation

The piecewise model presented in Section 2.2.2 was used to perform SoH estimation
on the experimental dataset under investigation. The training subset was chosen to include
different variety of testing conditions: high charging rate, high discharging rate and reduced
DoD (Table 3). It is paramount to include cells with after-knee SoH behavior in the training
group to properly initialize and set the SoH model. The two found SoH functions are
showed in Figure 9a both for “pre-knee” and “after-knee” conditions. The values of fitted
coefficients are given in the table of Figure 9b.
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Table 3. Training subset for SoH estimation. The presence of “pre-knee” and “after-knee” SoH
behavior is highlighted in the last two columns. Details about the testing protocols can be found in
Table 2.

Cell ID SoH [%] at EoL/EoT EqC at EoL/EoT Pre-Knee SoH Behavior After-Knee SoH Behavior

DOD20 92.7% 1000 3 5

FC05 79.5% 892 3 3

FC1 63% 92 5 3

FD05 86.6% 1000 3 5

FD1 84.6% 1000 3 5

The application of the SoH model to the validation subset is shown for each cell in the
charts of Figure 10a–e. The list of validation set cells and the results of MBE and MAE are
listed in Table 4.

Table 4. Validation subset with results of MBE and MAE. Details about the testing protocols in
Table 2.

Cell ID Mean Biased Error [%] Mean Absolute Error [%]

DOD60 0.69% 0.73%
REF −0.11% 0.38%

REF_w/oCV 1.27% 1.28%
FD2 −1.54% 1.56%
FC2 −7.46% 7.46%
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Cell ID:REF shows accurate estimation results in Figure 10b, with MAE = 0.38% and
MBE = −0.11%. Reduced DoD protocol with cell ID:DOD60 shows similar values of MAE
and MBE, with a tendency in overestimating SoH when EqC > 400, as shown in Figure 10a.
Cell ID:REF_w/oCV (Figure 10c) shows a good estimation both in the “pre-knee” and
“after-knee” regions, even though the SoH tends to be overestimated in the second region,
with MAE = 1.28% at EoL. In the case of fast discharge at 2C (Cell ID:FD2), the SoH
underestimation happens in the range between 400 and 900 EqC, as shown in Figure 10d,
accounting for a MAE of 1.56%.Lastly, cell ID:FC2 (Figure 10e) with fast charge at 2C shows
the largest MBE and MAE, with the same magnitudes (−7.46% and 7.46%). The source
of this large error is twofold: on the one side the availability of only one measurement to
perform the estimation and (ii) on the other side the deeply aged condition, with measured
SoH equal to 70.2%.

Additional analyses were run to understand the error distribution of the SOH esti-
mation in different aging intervals and to understand the stability of the results when
testing all the possible combinations of training and validation subsets. The definition of
the training group was always based on a key prerequisite: a minimum number of one
cell with “after-knee” behavior has been always included to encompass the highly aged
condition. The results are shown in Table 5 and in Figure 11. Looking at the MBE, the
model tends to overestimation for SoH < 95%. Looking at the MAE, the error increases
as the SoH decreases, particularly with SoH < 85%. The result is also influenced by the
small quantity of available measured points for SoH < 85%: only 8 points are available over
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more than 150 points for the cells under investigations. This effect is also observed in the
box plot of Figure 11: both the error and absolute error presents large variations for SoH
ranges under 85% SoH. Moreover, for SoH < 80% the distribution of the absolute error is
asymmetric, with higher number of points at higher magnitudes.

Table 5. MBE and MAE in different SoH ranges for all the combinations of 5 training cells and
5 validation cells.

# SoH Range Mean Biased Error [%] Mean Absolute Error [%]

1 100% > SoH ≥ 95% −0.05% 0.38%
2 95% > SoH ≥ 90% 0.01% 0.40%
3 90% > SoH ≥ 85% 0.43% 0.71%
4 85% > SoH ≥ 80% 3.57% 3.65%
5 SoH < 80% 0.65% 6.78%
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4. Discussion

The results presented in Section 3 and obtained applying the methodology described
in Section 2 can be analyzed and discussed on different levels: validity, replicability and
applicability.

Validity: for the selected case study (NMC811|Graphite SiOx), the defined proxies
allowed to quantify the contributions of different DMs during cells’ aging. DMs were
distinguished by analyzing the DRT profiles of the cells as explained in [44] on the same
cell type investigated in the present work. Indicator filtering (linear and based on a sliding
window) was essential to regularize the aging trend and to reduce noise and outliers
while preserving information related to steep variations caused by abrupt increase of
degradation. The selection of a proper sliding window size was found crucial to encompass
cell degradation in a comprehensive way and it depends not only on the type of data but
also on the available number of diagnosis points. In this work, the optimal number of prior
points to be used for the sliding window was found equal to 7. Looking at SoH estimation,
the piecewise model showed good performances for SoH > 85%, while larger errors for
SoH < 85%. These larger errors were mainly linked to the small number of available points
(i.e., measurements) all belonging to “after-knee” behavior. Therefore, for SoH < 85% only
accelerated degradation was available. Two possible solutions can be adopted to mitigate
the problem: (i) increase the number of diagnosis points when the cells reach a certain
capacity (e.g., SoH < 85%) and (ii) prolong test duration (EoT > 1000 EqC) for those cells
that ended the testing campaign with SoH > 85% (i.e., with less severe testing conditions).

Replicability: the calculation of degradation indicators can be extended to other cell
types with the same cell chemistry (e.g., pouch cells), given that it is based on DRT peaks
attribution performed for NMC cells. Additional investigations will be needed if one wants
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to apply this methodology to other cell chemistries, in order to obtain the link between
DRT peaks and the DMs The setup of degradation indicators filtering and of the piecewise
model require to follow specific steps, suggesting the need for clear guidelines to replicate
the methodology presented in this work.

Applicability: the methodology presented in Section 2.2 allowed for the development of
a simple piecewise SoH model based on total degradation indicator (TDM) with reduced
degrees of freedom: four fitting coefficients (2 for each SoH function) and 2 parameters
(for normalization in “after-knee” function). The model is data-efficient, and does not
require large datasets to be trained and its application may be more convenient for on-
board applications in BMSs than data-driven approaches, which usually require larger
amount of data and more complex hardware [58,59]. The number of training cells was set
choosing five different testing conditions that lead to different aging paths. However, the
data-efficiency of the SoH model should be checked while varying the number of cells in
the training set. All possible combinations of training cells have been simulated in a range
between 2 and 8 cells out of the total number of 10 (Table 2). As expected, the training with
2 cells brough to very large errors compared to the other cases, and it is not represented
in Figure 12a (MBE = −2.7% and MAE = 3.5%). In all the other cases, the MBE is around
0.1% and the MAE is around 1% (Figure 12a). More in detail, the value of 5 training cells
shows the best combination of errors, with MBE = 0.11% and MAE = 0.94%. This result is
also confirmed by the box plot representation given in Figure 12b: increasing the number
of training cells, the error rises due to data overfitting. Overall, these results confirm that a
reduced but relevant number of tests could be sufficient to train the SoH model.
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Based on this paper’s findings, it is possible to define guidelines which may help when
applying the proposed methodology in real-use cases.

Guidelines: a two-phases procedure will be required: (i) an offline-phase, mainly in
laboratory, to set up the degradation tracking and the SoH model and (ii) an online-phase,
mainly onboard in BMS, to perform SoH estimation.

As regards the first phase (offline, in the lab), the main steps to develop the degradation
indicators and the SoH model are the following:

• Plan relevant aging tests that cover different aging behaviors and allow to train the SoH
model both for “pre-knee” and “after-knee” conditions. The selected protocols should
include: (i) reduced DoD condition to appreciate slow degradation (i.e., capacity
fade); (ii) nominal conditions, to verify the specifications from the manufacturer;
(iii) moderate charging or discharging conditions that accelerates degradation with
respect to nominal conditions and that could guarantee both “pre-knee” and “after-
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knee behavior” (such as cell ID:FC05) and (iv) high charging or discharging rate that
guarantee fast degradation and “after-knee” conditions (such as cell ID:FC2);

• Perform diagnosis phase (capacity + EIS measurements) at a fixed number of EqC
down to a certain value of SoH (e.g., 85%) and then intensify the number of checks
by lowering the number of cycles in each repetition. In this way, more measurements
will be available in the region where is mainly occurring the “knee” and accelerated
capacity fade, reducing the SoH estimation error;

• Run sensitivity analysis on the ohmic resistance variation parameter ∆RΩ,i to dis-
criminate between “pre-knee” and “after-knee” conditions with a suitable threshold.
Validation can be performed graphically on SoH evolution curves as done in Figure 5.

As regards the second phase (online, on the BMS) the main requirement is the capabil-
ity to run EIS measurements and related algorithms on the BMS, as discussed in Section 1
and already available on existing products or prototypes [40–42]. Once this is available, the
main practical steps for the SoH estimation model are the following:

• Run “diagnosis” based on long-EIS measurements (10 kHz–10 mHz). Select an appro-
priate criterion on when to acquire two consecutives full-EIS measurements. Depend-
ing on battery application, this variable could be set based on cycles number, a fixed
period of time, or randomly (e.g., exploiting resting periods during application);

• Run “check-up” based on short-EIS measurements only at high frequency (10 kHz–1
kHz) to frequently update RΩ, which is crucial to activate additional “diagnosis”
measurements whenever the “after-knee” behavior is reached based on the ∆RΩ
computation (Section 2.2.2). Additional “diagnosis” can also be activated under a
certain estimated value of SoH (e.g., 85%);

• Compute the degradation indicators whenever possible to understand if unexpected
behaviors are happening inside the cell. This can be done by updating DMs values
and by analyzing them over time and/or over cycle number.

5. Conclusions

This work investigated the use of EIS via DRT to track degradation of Li-ion cells and
to perform SoH estimation based on physics-based insights.

An experimental dataset of cycling tests in different aging conditions and an already
published algorithm to attribute DRT peaks to degradation mechanisms have been used as
inputs. The whole methodology is based on defining how to track the overarching degra-
dation modes (DMs), that are LLI, LAMA and LAMC. Relevant indicators were presented
in Section 2.2.1, which includes filtering method to discard outlier and reduce noise. A
piecewise model was developed to estimate SoH from degradation indicators, including
two logarithmic functions to encompass the “pre-knee” and “after-knee” behaviors of
aging cells. In this way, SoH estimation is directly related to the physical processes and
degradation mechanisms occurring inside the cell. Finally, a straightforward procedure to
train and validate the model was also presented, which is based on a sensitivity analysis
to minimize the dimension of the training subset (i.e., the a-priori knowledge based on
testing campaign).

The results showed that LLI is the main DM affecting cell degradation during the
whole lifetime while LAMC becomes relevant after 400 EqC. SoH estimation showed MAE
lower than 0.75% in the SoH range 100%−85% and lower than 3.70% in the range 85%−80%.
At SoH < 85% model estimation was negatively influenced by the low number of available
measured points with high variability. Tuning the number of training cells in the range
2–8 showed stable error values, proving the data-efficiency of the proposed model, and
an optimal training subset of 5 cells (i.e., 5 different testing protocols to comprehensively
describe battery degradation).

Finally, user-oriented guidelines have been presented in Section 4 to allow both
scientists and BMS engineers to replicate the methodology with their own testing and BMS
setups. These guidelines are divided into an offline phase (laboratory phase), to set up the
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degradation tracking and the SoH model, and an online phase (BMS phase), to diagnose
degradation and to perform the actual SoH estimation onboard.

Limits of the presented methodology are twofold: (i) the need to generalize the model
to deal with EIS measurements done at different SoCs and temperatures; and (ii) the need
of precise and accurate EIS measurements embedded into BMS slave boards. If the first
can be solved by extending the a-priori offline phase in the laboratory, the second needs a
necessary upgrade of current BMS to include more sensing capabilities at the cell level.
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