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Abstract

:

This study explores ground-breaking methods for improving engine efficiency by combining cutting-edge materials, theoretical frameworks, and alternative energy paradigms. The paper primarily offers a cohesive framework, built from our variational method which combines thermal and entropic engines. We investigate the fabrication of hydrophobic and other functionally specific surfaces using nanomaterials and sophisticated surface engineering techniques that efficiently utilize entropy gradient forces. Additionally, this publication explores the fields of quantum-based propulsion systems and information-burning engines, creating a connecting link between theoretical foundations and real-world technical implementations. The study emphasizes the multifaceted character of engine research and its crucial role in shaping a future in which sustainability and efficiency are intimately connected.
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1. Introduction


Engines are crucial devices in modern society, providing power to everything from vehicles to generators. However, the efficiency of these engines is fundamentally limited by the laws of thermodynamics, which dictate that only a portion of the available energy can be converted into useful work. To overcome these limitations and improve engine efficiency, researchers are exploring innovative materials and design concepts that can better harness available energy sources.



One promising area of research is the use of nanomaterials and surface engineering to create hydrophobic surfaces that can harness entropy gradient forces to generate useful work. These surfaces are capable of converting the random thermal motion of water molecules into directed motion, which can be used to perform work [1,2]. Another area of intense research is the development of information-burning engines, which operate by extracting energy from information processing, rather than from traditional thermal or chemical energy sources. This approach is inspired by the theoretical foundations laid by Maxwell’s demon, illustrating how information can be used to extract work from a thermodynamic system [3,4,5,6].



The exploration of quantum thermodynamics has opened new avenues for energy conversion and utilization. Quantum engines, particularly those based on the Otto and Stirling cycles, have shown the potential to exceed classical efficiency limits under certain conditions [5,6]. These engines exploit quantum mechanical effects, such as coherence and entanglement, to improve their performance [7,8].



In this context, the fundamental equation of dynamics can be expressed in various forms to analyze different types of engines. For thermal engine analysis, it can be written as:


  m  a →  =   F →   e x t   +  ∂  ∂  r →     ( T S )  .  



(1)







When considering systems subject to a potential field, the equation takes the form:


    d p   d t   = − ∇  V  e x t   + ∇  T  ∑ i   ρ i  ln  ρ i    



(2)




for information-burning engines, with


   ρ i  =   n i  N  ,  



(3)




where   n i   refers to the energy-dependent probabilities of various alternative microstates, and   ρ i   represents the energy-dependent probabilities of different alternative microstates in the information-burning engines. In the context of understanding the dynamics of a particular system subject to both external potentials and internal thermodynamic drives, it may be seen as an advantage in the present formulation of the equation of motion.



Analyzing the forces involved, the first term,   − ∇  V ext   , represents the force due to the external potential, predominantly exploited in our mechanized society to sustain the momentum of machinery and technological processes; while the second term,   ∇  T  ∑ i   ρ i  ln  ρ i    , can be perceived as an entropic force, establishing a connection between thermodynamic concepts and the equation of motion. Notably, the gradient in the entropic term implies a drive towards the maximization of entropy in scenarios devoid of other prevailing forces.



Of course, Equation (2) is still a classical dynamic equation. The passage from a dynamical equation (Equation (1)) to a quantum mechanical-like equation, integrating thermodynamic and informational aspects, is quite a unique and complex development. In the derivation of the Schrödinger-like equation from the dynamical equation (Equation (1), we leverage the canonical quantization, a procedure that provides a bridge between classical physics and quantum mechanics, substituting   p → i ℏ ∇   and   E ≡ H = i ℏ  ∂ t  .   In the context provided, considering the novel term ( J ) that incorporates some form of entropic or informational contribution leads us directly to an entropy-modified quantum dynamics (EMQD), denoting an entropic modification to standard quantum dynamics, and the novel contribution of this work. Let us summarize the provided equation. Consider the wave function   Ψ ( r , t )  . The Hamiltonian of the system is denoted by H, and V represents the usual external potential. The term  J  may be an expression that incorporates the thermomechanical and/or informational components of the system. The proposed quantum mechanical-like equation can be written as (see, e.g., Ref. [9] for more details in applications to dynamics, and Ref. [10] for applications in econophysics):


  H Ψ = i ℏ   ∂ Ψ   ∂ t   = −   ℏ 2   2 m    ∇ 2  Ψ + V Ψ + J Ψ ,  



(4)




where:




	
  Ψ ( r , t )  : wavefunction of the stock price S at a given instant of time t.



	
ℏ: reduced Planck’s constant.



	
m: mass of the particle.



	
V: external potential.



	
  J ≡   J 2   2 I   −  ( ω · J )  − Δ F  : a term that might involve thermomechanical and/or informational aspects, with  J  denoting the total sum of orbital and spin angular momentum, I the moment of inertia,  ω  the instantaneous angular velocity of the system, and   Δ F   the free energy function.








The development of more efficient engines is a critical goal for both environmental and economic reasons, as reducing energy waste can help mitigate climate change and improve energy security. Advances in materials science, engineering, and thermodynamics are all contributing to this effort, and there is reason to be optimistic about the potential for new and innovative engine designs in the future.



The search for more effective engines is, in general, a multidisciplinary endeavor that necessitates cooperation between scientists and engineers from numerous domains. Engine technology has the ability to drastically minimize energy waste and open the door to a more sustainable future study and innovation.



As we move towards a more data-driven society, the ability to harness energy from information processing could become increasingly important. Information-burning engines offer a viable path towards more sustainable and effective energy production. They may also open up new possibilities for applications in AI and quantum computing. This is the motivation of the present work, which aims to investigate the potential of information-burning engines and advance our understanding of their underlying principles and design concepts. We seek to contribute to the development of more effective and sustainable engines, as well as open the way for creative applications in emerging technologies by investigating new methods for transforming information into useful work.



In this paper, we explore advances in engine efficiency through the integration of nanomaterials, surface engineering, quantum-based propulsion, and information-burning engines. Section 1.1 delves into the fabrication and utilization of hydrophobic surfaces and other nanomaterials for efficiently harnessing entropy gradient forces. Section 1.2 investigates the conceptual framework and potential of information-burning engines, highlighting their unique energy extraction mechanisms. Section 1.3 discusses the theoretical underpinnings and advantages of engines fueled by quantum entanglement, emphasizing its efficiency and experimental realizations. Section 1.5 presents an innovative approach to propulsion using metamaterials, exploring the theoretical and experimental advancements that enable the generation of thrust through electromagnetic interactions. The conclusion in Section 2 synthesizes the insights gained from these diverse methodologies, underscoring the multidisciplinary effort required to push the boundaries of engine efficiency and sustainability.



1.1. Thermal Engines


The articulated framework presented in Equation (1), while rooted in acknowledged thermodynamic precepts, prominently advocates an integrated approach that seamlessly bridges thermal and quantum/information engines. This is expressed explicitly through the relation,


  Δ  W  i r r   =  ∫ i f  m  (  a →  · d  r →  )  =  T 0  ∑ Δ S ,  



(5)




where   Δ  W  i r r     represents the genuine decrement in work W due to irreversibility,   T 0   is the temperature of the medium, and   ∑ Δ S   signifies the augmentation of the total entropy of the fluid and the heat source.



Emphasizing further, Equation (1) is not merely a restatement of known thermodynamic relationships but serves as an integrated analytical framework, combining classical thermodynamic principles with quantum and information mechanical systems. This confluence of classical and quantum perspectives offered by Equation (1) promises to be a robust tool for analyzing and interpreting phenomena where quantum and thermodynamic effects are mutually entangled. Thus, through an adroit application of this integrated approach, novel insights and potentially revolutionary understandings of intricate thermodynamic and quantum systems can be harvested, especially in scenarios where quantum effects are non-negligible and intersect with classical thermodynamic behaviors.



To use the quantum version of the dynamical equation of motion given by Equation (1) to calculate the thrust of the Stirling quantum engine, we need to express the external force    F →   e x t    and the entropy S as quantum mechanical operators.



Assuming that the external force is constant and acts along the x-axis, we can express it as     F →   e x t   =  F  e x t    x ^   , where   F  e x t    is a constant and   x ^   is the position operator along the x-axis. The entropy operator can be written as    S ^  = −  k B  ln  (  ρ ^  )   , where   k B   is the Boltzmann constant and   ρ ^   is the density operator of the system.



To address a possible mechanism of interest, for example, to obtain the equation for the thrust of the Otto quantum engine [11], we need to determine the time evolution of the density operator   ρ ^   (see again Section 1). This can be done using the von Neumann equation:


  i ℏ   ∂  ρ ^    ∂ t   =  [  H ^  ,  ρ ^  ]  ,  



(6)




where   H ^   is the Hamiltonian of the system. The Hamiltonian of the Otto quantum engine can be written as:


   H ^  =    p ^  2   2 m   + V  (  x ^  )  + J ,  



(7)




where   p ^   is the momentum operator, m is the mass of the engine, and   V (  x ^  )   is the potential energy of the engine as a function of position, and  J  represents thermo-mechanical and/or informational aspects.



Using Equations (6) and (7), we can calculate the time evolution of the position operator   x ^  , which can then be used to determine the thrust of the engine. However, calculating the thrust of the Otto quantum engine using this approach can be quite challenging.




1.2. Information-Burned Engine


The information-driven engine is rooted in the Maxwell-demon Gedankenexperiment. Quantum thermodynamics is a rapidly growing field, and Ref. [12] provides an extensive overview of the principles and applications of quantum thermodynamic processes and offers insights into the future of energy conversion and information processing.



To analyze the working mechanism of this engine, we ought to choose to write the classical macroscopic equation under the form:


  m  a →  =   F →   e x t   +  ∂  ∂  r →     ( T  ∑ i   ρ i  ln  ρ i  )  .  



(8)







Considering that   F = − k T ln  e  − β  E 0     , it can be inferred that the maximal power output of this engine is given by


   P  m a x   =   E 0  τ  ,  



(9)




where   E 0   is the minimal energy (eigenvalue of the Hamiltonian) at the disposal of the system in a given time  τ , assuming the medium temperature is low enough,    T 0  → 0  . For example, Tushar K. Saha et al. [13] demonstrated that a heavy colloidal particle held by an optical trap and immersed in water can be lifted against gravity via a ratchet mechanism, achieving a maximal power output estimated to be    10 3    k T  s    and a maximum velocity of 190 μm/s.



The definition of entropy as an operator in the context of quantum thermodynamics is essential to grasping the microscopic underpinnings of thermodynamic processes. This idea, which has its roots in ensemble theory, posits that entropy can be written as   S = −  k B   〈 ln ρ 〉   , in which  ρ  represents the density matrix of the system and   k B   stands for the Boltzmann constant. This formulation provides a quantum statistical interpretation of entropy, in line with the seminal contributions of John von Neumann to the fields of thermodynamics and quantum mechanics [14]. Moreover, Greiner et al.’s [15] extensive work from 1995 explores ensemble theory and offers a thorough explanation of statistical thermodynamics and the quantum-mechanical foundations for it. Additional references can be obtained in Refs. [16,17].



An integrated network of sensors and actuators, adept at identifying and responding to the microstates of the surrounding environment, may be utilized within an information-driven mechanism to mobilize a meso-apparatus, as opposed to a heavy colloidal particle, in accordance with the methodology proposed by Equation (8). The probability density function  ρ  would be used to describe the likelihood that the meso-apparatus would be in a specific microstate   ρ i  , depending on factors like the location and speed of other moving bodies on the road, the slope of the road, and so on. These data would allow the system to predict the meso-apparatus’s most likely future microstate and modify the vehicle’s speed and direction accordingly. For example, the system could slow down the device before a stoppage if it considers that there is a greater likelihood that the vehicle will face collisions ahead. In examining the microstate probabilities and choosing the optimum course of action, a sophisticated algorithm would be needed, but the procedure would improve driving efficiency and safety if correctly applied.




1.3. Engine Fueled by Entanglement


An interesting investigation into the application of quantum mechanical principles to thermal machines is presented by introducing the focus on quantum Stirling engines within the field of quantum thermodynamics. The quantum Stirling engine offers a compelling advantage by combining isothermal processes along with adiabatic transitions, in contrast to the quantum Otto engine, which functions through adiabatic compression and expansion processes paired with isochoric heating and cooling. This differentiation is important because the Stirling cycle’s intrinsic isothermal processes enable direct heat exchange with reservoirs at constant temperatures, which may improve engine efficiency by utilising quantum coherence and entanglement in a way that is specific to the quantum domain. Therefore, studying the interface between quantum mechanics and classical thermodynamic cycles with the quantum Stirling engine presents a strong possibility for advances in quantum heat management, energy conversion, and the creation of quantum thermal devices [18,19,20,21].



In order to lay the groundwork for a thorough analysis of the quantum Stirling engine’s capabilities and the pursuit of novel directions in quantum engine research, this section will examine the operational principles, theoretical foundations, and possible benefits of the engine [5,6,22].



The efficiency of this cycle, which depends on the temperatures of the heat reservoirs and the compression ratio of the quantum states, as well as its successful experimental realizations in systems such as trapped ions and quantum dots, highlight its potential superiority and practical viability. However, the decision between Otto and Stirling cycles ultimately depends on the particular quantum system and application; current research examines the advantages and disadvantages of each cycle in the quantum domain and, in particular, we now focus on the Stirling cycle.



Equation (8) was initially intended to represent a classical system. It would be necessary to make significant changes to the original equation to adapt it to describe a quantum Stirling engine. However, there is great potential for engines fueled by entanglement, a quantum-mechanical phenomenon in which two particles become linked in such a way that the state of one particle is dependent on the state of the other, regardless of the distance between them. In these engines, entangled particles are used to extract work from heat baths, and the process is driven by a violation of local realism, a fundamental assumption in classical physics. The exploration of quantum thermodynamics and the potential of quantum coherence engines has been significantly advanced by recent works such as Park et al. (2013) [23] and Ozdemir and Müstecaplolu (2020) [24], which highlight the innovative use of quantum information to drive heat engines and the exploration of quantum coherence in operational engines. These theoretical frameworks extend the concept of traditional heat engines into the quantum realm, offering new insights into the role of quantum entanglement and coherence in energy conversion processes. Several theoretical proposals have been made for these engines, beginning with a three-level maser as a heat engine [25] that already offers a comprehensive exploration of system dynamics, dealing with energy transitions, thermal contact, and energy exchange between different thermal reservoirs, until more recently including a quantum Otto engine [26,27] and a quantum refrigerator [28,29].



In summary, the engine is made up of two subsystems A and B that are entangled, meaning that they are in a quantum state where the properties of one subsystem are correlated with the properties of the other subsystem. The first subsystem, which we will call the “information engine”, is responsible for processing information and converting it into work. The second subsystem, which we will call the “thermal bath”, is a reservoir of heat that is in contact with the information engine and provides the energy needed to perform work. The entangled state of two particles can be written as:


   | ψ 〉  =  1  2      | 0 〉  A    | 1 〉  B  −   | 1 〉  A    | 0 〉  B   .  



(10)







Here,   | 0 〉   and   | 1 〉   represent the two possible states of a qubit, and A and B represent the two subsystems. The work performed by the information engine in the time interval from instant   t 1   to   t 2   can be written in terms of the Hamiltonian operator   H ^   and the wave function  ψ :


  W =  ∫   t 1    t 2    〈 ψ |    d  H ^    d t    | ψ 〉  d t .  



(11)







The thermal bath is modeled as a collection of harmonic oscillators, and its state is described by the density operator   ρ ^  :


   ρ ^  =   e  − β  H ^     Tr  e  − β  H ^      ,  



(12)




where  β  is the inverse temperature of the bath.



The quantum Stirling engine is based on the cyclic operation of four steps (  i = 1 , … , 4  ), described by the following unitary operators:


    U ^  i  =  e  − i   H ^  i   τ i  / ℏ   ,  



(13)




where    H ^  i   is the Hamiltonian of the engine during the i-th step, and   τ i   is the duration of the i-th step. The quantum Stirling engine involves the following four steps:




	1.

	
Isothermal expansion: during this step, the engine is coupled to a hot thermal reservoir at temperature   T H   and expands isothermally while doing work. The unitary transformation associated with this step is     U ^  1  =  e  − i   H ^  1   τ 1  / ℏ    , where    H ^  1   is the Hamiltonian of the engine during this step.




	2.

	
Adiabatic expansion: during this step, the engine is thermally isolated and expands adiabatically while doing work. The unitary transformation associated with this step is     U ^  2  =  e  − i   H ^  2   τ 2  / ℏ    , where    H ^  2   is the Hamiltonian of the engine during this step.




	3.

	
Isothermal compression: during this step, the engine is coupled to a cold thermal reservoir at temperature   T C   and isothermally compresses while working on it. The unitary transformation associated with this step is     U ^  3  =  e  − i   H ^  3   τ 3  / ℏ    , where    H ^  3   is the Hamiltonian of the engine during this step.




	4.

	
Adiabatic compression: during this step, the engine is thermally isolated and compresses adiabatically while work is carried out. The unitary transformation associated with this step is     U ^  4  =  e  − i   H ^  4   τ 4  / ℏ    , where    H ^  4   is the Hamiltonian of the engine during this step.









The engine architecture and the thermodynamic cycle that are used determine the precise shape of the Hamiltonians and the lengths of the steps. Therefore, to determine the work and thrust, we must first define the Hamiltonians     H ^  1  ,   H ^  2  ,   H ^  3  ,   and    H ^  4  . Let us suppose that the system is a straightforward two-level system qubit. The Hamiltonians at each stage are expressed as follows:


    H ^  i  =  ω i   | 1 〉 〈 1 | ,   



(14)




where   ω i   denotes the energy difference between the qubit’s two states at step i (  i = 1 , … , 4  ). The derivative of each Hamiltonian for time can be determined as (  i = 1 , … , 4  ):


    d   H ^  i    d t   =   d  ω i    d t    | 1 〉 〈 1 | .   



(15)







Now that the integral of each derivative has been evaluated, the work carried out during each step can be calculated, assuming that each step takes   τ 1  ,   τ 2  ,   τ 3  , and   τ 4   time. At each stage (  i = 1 , … 4  ), they are as follows:


   W i  =  ∫  0   τ i    〈 ψ |    d  H ^  i   d t    | ψ 〉  d t .  



(16)







For a complete cycle, the total work performed is the sum of the work performed during each step.


   W total  =  ∑  i = 1  4   W i  .  



(17)







Next, we can calculate the thrust T using the following relationship:


  T =    ∑  i = 1  4   F i   τ i    T cycle   ,  



(18)




where   F i   is the force exerted during the cycle,   τ i   is the duration of step i, and   T cycle   is the total time taken for the engine to complete a cycle.



With more qubits present in the system, the quantum Stirling engine creates more thrust. We are still a long way from realizing the notion in practice. To boost the efficiency of a quantum Stirling engine, a material or element should have the following qualities: (i) stable energy levels (in order to properly regulate and control the quantum processes required for the engine cycle, the material must contain consistently stable, clearly defined energy levels); (ii) coherent interactions (to maintain quantum coherence throughout the engine cycle, even when connected to thermal reservoirs, the substance must exhibit coherent interactions between its component particles, such as qubits); (iii) efficient heat dissipation (to maintain the optimum operating conditions during the isothermal phases of the engine cycle, the material must allow efficient heat dissipation); (iv) scalability (the material must allow the installation of a high number of qubits to boost the thrust and overall performance of the quantum Stirling engine.)



The key to making the device move on an information budget is to make use of the intimate linkages between quantum information and thermodynamics. In particular, it has been shown that the amount of work that can be extracted from a system is constrained by the amount of information that can be acquired about it without disturbing it. This concept may be used, for instance, by building the information engine so that it extracts work by “measuring” the degree of entanglement between the two subsystems. By carefully adjusting the measurements, it is possible to “squeeze” energy out of the correlations between the two subsystems and obtain energy from the entanglement without disrupting the quantum state. The mathematical equations that describe this process vary in complexity depending on the specifics of the system under study. The core idea is that the entanglement between the two subsystems allows for the flow of energy and information that may be used to perform work even in the absence of a direct source of energy like fuel or electricity.



One possible set of equations that can be used to describe this process is based on the concept of quantum mutual information. The mutual information between two quantum subsystems, denoted as A and B, is defined as:   H ( A   :   B ) = H ( A ) + H ( B ) − H ( A B )   or, equivalently,   I  ( A   :   B )  =  S A  +  S B  −  S  A B    , where   S A  ,   S B  , and   S  A B    are the von Neumann entropies of subsystem A, subsystem B, and joint subsystem   A B  , respectively. Using these concepts, it is possible to derive the maximum amount of work that can be extracted from the entangled subsystems A and B as:


  Δ S =   Δ Q  T  ,  



(19)






  I  ( A   :   B )  =  S A  +  S B  −  S  A B   ,  



(20)






  S = − tr ( ρ log ρ ) ,  



(21)




and


   W max  =  k B  T Δ I  ( A   :   B )  ,  



(22)




with T denoting the temperature of the thermal bath, and   Δ I ( A   :   B )   is the change in mutual information between subsystems A and B during the work extraction process.



An example of an information engine is the Brownian ratchet, which operates using the random motion of particles in a fluid. The ratchet consists of a series of asymmetric barriers, which allow particles to move in one direction but not the other. The basic idea of the Brownian ratchet can be described by the following equation:


  W =  k B  T ln    p f   p i    ,  



(23)




where W is the work performed by the ratchet, T is the temperature,   p f   is the probability of the ratchet moving forward, and   p i   is the probability of it moving backward. The probability of the ratchet moving forward can be increased by “information ratcheting”, which involves using information about the particles’ positions to manipulate the barriers. One way to do this is to use a series of sensors to measure the positions of the particles and then use this information to control the barriers. The amount of work the ratchet does can be used to calculate the thrust generated by the device. For a Brownian ratchet, the maximum efficiency is given by the Carnot limit, which is    η  m a x   = 1 −   T L   T H    , where   T L   is the temperature of the environment and   T H   is the temperature of the heat source. This equation allows us to calculate the maximum thrust of the ratchet. The precise ratchet design and the effectiveness of the information ratcheting mechanism will determine the thrust.



One proposal for achieving this involves using a process called “quantum squeezing”, in which the fluctuations of certain quantum observables are reduced below their usual quantum limits [30,31].



Hence, first, we will calculate the von Neumann entropy for the quantum Stirling engine at each step of the cycle and, for its use, we need the density matrix at different stages of the Stirling cycle. Applying the corresponding unitary transformations to the initial density matrix   ρ 0   (  i = 1 , … , 4  ):


   ρ i  =   U ^  i   ρ 0    U ^  i †  .  



(24)







After obtaining the density matrices for each step, you can calculate the von Neumann entropy at each step (  i = 1 , … , 4  ):


   S i  = − Tr  (  ρ i   log 2   ρ i  )  .  



(25)







To calculate the work performed during each step of the quantum Stirling cycle, we can use the following relation:


   W i  = Δ  E i  =  E i  −  E  i − 1   ,  



(26)




where   W i   is the work carried out during step i, and   Δ  E i    is the change in the engine energy during step i. The energy of the engine can be found using the expectation value of the Hamiltonian:


   E i  = Tr  (  ρ i    H ^  i  )  .  



(27)







Finally, to calculate the total work performed during the quantum Stirling cycle, sum the work carried out during each step:


   W total  =  W 1  +  W 2  +  W 3  +  W 4  .  



(28)







The thrust generated by the Stirling quantum engine can be estimated by dividing the total work performed by the cycle duration:


  T =   W total   τ total   ,  



(29)




where   τ total   is the total duration of the quantum Stirling cycle, given by:


   τ total  =  τ 1  +  τ 2  +  τ 3  +  τ 4  .  



(30)







To estimate the thrust in Newtons, we need to have more realistic values for the work carried out during each step and the durations of each step. Additionally, we need to convert the total work performed during the quantum Stirling cycle to force and relate it to the thrust. Here, we will provide an example calculation based on some assumptions. Assume the following work is completed at each step:    W 1  = 1 ×  10  − 23    J  ,    W 2  = 0.8 ×  10  − 23    J  ,    W 3  = − 0.6 ×  10  − 23    J  ,    W 4  = − 0.5 ×  10  − 23    J  , and let the durations of each step be corresponding    τ 1  =  10  − 6    s  ,    τ 2  = 2 ×  10  − 6    s  ,    τ 3  =  10  − 6    s  ,    τ 4  = 2 ×  10  − 6    s  ; those values are assumptions, simplifications made for the purpose of the calculation.



The sum of the work performed during each step gives the total work carried out during the quantum Stirling cycle:


   W total  =  W 1  +  W 2  +  W 3  +  W 4  = 0.7 ×  10  − 23    J .  



(31)







The total duration of the cycle is:


   τ total  =  τ 1  +  τ 2  +  τ 3  +  τ 4  = 6 ×  10  − 6    s .  



(32)







Next, let us assume the quantum engine moves over a distance d during the Stirling cycle. The average force F acting on the engine can be calculated as:


  F =   W total  d  .  



(33)







Assuming that the engine moves over a very small distance, for instance,   d =  10  − 9     m (1 nanometer), we can estimate the average force:


  F =   0.7 ×  10  − 23    J    10  − 9    m   = 7 ×  10  − 15    N .  



(34)







This estimate assumes a 1-qubit Stirling quantum engine with specific values for the work carried out during each step and the step durations. However, we will now scale the system with the number of qubits N in the ion trap. The complexity of the system grows exponentially with the number of qubits N. However, since the qubits are assumed to be non-interacting and independent, the total work performed during the cycle should scale linearly with the number of qubits. For a system with N qubits (see Ref. [31]), the total work carried out during the quantum Stirling cycle can be approximated as:


   W total   ( N )  = N ×  W total   ( 1 )  .  



(35)







Here,    W total   ( 1 )    is the total work performed for the 1-qubit Stirling quantum engine calculated earlier, which was   0.7 ×  10  − 23     J. To estimate the average thrust for an N-qubit system, we can assume that the total duration of the cycle and the distance over which the engine moves remain unchanged. The average force and thrust can therefore be computed as follows:


  F  ( N )  =    W total   ( N )   d  = N ×    W total   ( 1 )   d  ,  



(36)




or


  F  ( N )  = N × 7 ×  10  − 15    N .  



(37)







Here,   F ( 1 )   is the average force (or thrust) for the 1-qubit Stirling quantum engine calculated earlier, which is   7 ×  10  − 13     N.



Although this might seem tiny at present, it is anticipated that, as technology develops and researchers seek to scale up ion-trap quantum computers, the number of qubits will increase. However, given the fast advancement of quantum computing technology and the appearance of competing strategies like superconducting qubits or topological qubits, forecasting the precise value of N in the future is challenging. Assuming linear scaling with the number of qubits and no major interactions or mistakes between qubits, this calculation provides an average thrust. Since there are various difficulties in increasing the number of qubits while keeping high fidelity, and since the linear scaling assumption may not hold for larger systems, the estimation fails to accurately reflect the performance of a quantum Stirling engine in real-world applications. Additionally, the scaling behavior and effectiveness of the quantum Stirling engine may be impacted by elements like decoherence, defective gates, and interactions between qubits. Though quantum technology, such as quantum computing, will depend on evolution and validation in propulsion applications, quantum Stirling engines may be expected to be used as CubeSat thrusters in the future.




1.4. The Stirling Engine


We now provide an analysis of the dynamics of a three-level maser system, including computations of various quantum mechanical properties like the density matrix evolution, work performed, entropy change. This is a clear example of how a quantum system can be modeled using a thermodynamic cycle analogous to classical thermodynamics, although it combines quantum mechanics, thermodynamics, and open system dynamics to describe a quantum version of the Stirling cycle.



In the quantum Stirling cycle, entropy changes are inherent to the isothermal processes where the system exchanges heat with external reservoirs at constant volume, distinct from its classical counterpart, which emphasizes adiabatic and isobaric transitions. Unlike classical thermodynamics, where entropy changes during isothermal expansions or compressions are more apparent, in quantum thermodynamics, these changes are crucially linked to quantum state transitions and interactions with heat baths. Specifically, during the isothermal heating and cooling phases of the quantum Stirling cycle, the system’s entropy varies due to the absorption or release of heat, reflecting the transition between quantum states and the resultant statistical redistribution of populations among these states. This work delineates the mechanism of entropy variation within the cycle, underpinning the role of quantum state transitions and heat exchange in driving these changes. This quantitative analysis, rooted in quantum statistical mechanics, underscores the nuanced interplay between quantum coherence, entanglement, and thermalization processes, which collectively influence the cycle’s thermodynamic efficiency.



1.4.1. System Parameters and Constants


The system under investigation is a three-level maser, see Figure 1. Although the foundational concept and the underlying mechanics are inspired by the previously described maser system [25], it should be noted that the exact parameter values used in our analysis were introduced independently. This allows for a broader investigation and the possibility of uncovering varied dynamical behaviors.


     ω 12     = 1.50 ×  10 11    rad / s        ω 13     = 1.65 ×  10 11    rad / s        ω 23     =  ω 13  −  ω 12  .     












1.4.2. Equations Used


The time evolution of the density matrix  ρ  under a Hamiltonian H is governed by the Liouville–von Neumann equation:


    d ρ   d t   = −  i ℏ   [ H , ρ ]  .  



(38)







The quantum work carried out during a transition from   ρ initial   to   ρ final   under a Hamiltonian H is given by:


  W = ℏ ( Tr  ( H  ρ final  )  − Tr  ( H  ρ initial  )  ) .  



(39)







The von Neumann entropy of a quantum state  ρ  is given by:


  S  ( ρ )  = − Tr  ( ρ  log 2  ρ )  .  



(40)








1.4.3. Results


After simulating the dynamics, we obtained the following results:




	
Number of energy values: 4;



	
Work per cycle:   0.2425994873046875   J;



	
Power:   60,649,871.82617187   W;



	
Entropy change per cycle:   6.92314106394308 ×  10  − 6     J/K.








This analysis provides a comprehensive understanding of the dynamics of a three-level maser system. The computed results can be used for further studies and optimizations related to quantum systems. The simulator code utilized for this analysis can be found on GitHub [32].




1.4.4. Quantum Stirling Engine: Entropy Dynamics


In our investigation of the quantum Stirling cycle, a notable observation was the consistent increase in the von Neumann entropy across successive cycles. This increase is indicative of the system evolving into a more mixed state over time. Under the influence of Lindblad superoperators in the model, this behavior can be attributed to the decoherence and dissipation effects that are introduced. In thermodynamics, this is akin to a nonideal or nonreversible process, where the system is gradually losing coherence. This rising entropy suggests that our quantum Stirling cycle, as captured in the current simulation, is not perfectly cyclic. External factors, primarily decoherence, nudge the system progressively away from its starting state with each cycle. Such deviations from a perfectly cyclic behavior intimate that, in practical applications of this quantum Stirling cycle, energy losses or inefficiencies might arise. Over extended cycles, the cumulative effect of these inefficiencies could potentially lead to the decreased performance of the quantum heat engine; see Figure 2 and Figure 3.



The von Neumann entropy is, after each cycle, a feature that is indicative of the system becoming more mixed (less pure) with each cycle, as shown in Table 1. By means of the Lindblad superoperators in the model, decoherence or dissipation is introduced, which leads to the quantum state becoming more mixed over time. In thermodynamic terms, this is a nonideal or nonreversible process, causing the system to lose coherence. The increase in the von Neumann entropy is consistent with an increase in the mixedness of the quantum state. A pure quantum state would have zero entropy, whereas a maximally mixed state would have maximum entropy. As decoherence and other processes progress, the system becomes more mixed, leading to the observed increase in entropy. Also, the increasing entropy suggests that the quantum Stirling cycle, as modeled in this simulation, is not perfectly cyclic. Instead, it is influenced by external factors such as decoherence that push the system away from its initial state with each cycle. The deviation from a perfectly cyclic behavior indicates that, in a real-world application of this quantum Stirling cycle, there would be energy losses or inefficiencies. Over multiple cycles, these inefficiencies accumulate, which might lead to a decreased performance of the quantum heat engine.




1.4.5. Linear Decoherence in Quantum Stirling Cycles


In our quantum simulations, a linear decrease in coherence over the cycles was observed. This behavior aligns with the phenomenon of decoherence in quantum systems interacting with an environment. Quantum coherence is defined by the off-diagonal elements of the density matrix, and it represents quantum superpositions. Maintaining coherence is crucial for quantum operations as it encapsulates the principle of superposition. However, decoherence arises due to system–environment interactions, leading to a loss of quantum information. This does not imply energy dissipation but indicates a transition from a coherent superposition to a mixture.



The linear decay observed in Figure 4 suggests consistent and uniform interactions or perturbations acting on the system throughout cycles, leading to a steady loss of coherence.



The rate of decoherence can provide insights into system robustness and the efficacy of quantum operations. For practical quantum technologies, understanding and mitigating decoherence is crucial to ensure reliable performance.





1.5. Thrust Based on the Gradient in the Refractive Index of a Material


In this section, we explore the theoretical basis for utilizing quantum entanglement to generate thrust within a material medium, particularly using gradients of free energy, as suggested by our Equation (2). It needs to be emphasised that at this point that this idea is still entirely hypothetical and has not been supported by any commonly used equations or experimental data. Here, we investigate the prospect of inducing a gradient in a material’s refractive index by the use of entangled photon pairs, so producing a net force on a device. Analog to the instances on hydrophobic surfaces, where water droplets appear to be able to defy gravity and go in unexpected directions, we investigate the feasibility of producing propulsion in a material medium [33,34,35,36,37]. In the same way that the hydrophobic effect uses surface contacts to drive motion with gradients of free energy, our theory takes into account the application of quantum entanglement to control a material’s refractive index with the goal of applying a net force to an apparatus. Recent studies, such as those by Porcelli and Filho (2019), have shown that anomalous thrust forces can be measured in resonant microwave cavities. This research highlights the potential role of quantum entanglement in creating force over distances, suggesting a link between microscale quantum phenomena and macroscale effects. However, it is important to note that these findings are preliminary and do not directly validate our theoretical model [38]. Additionally, advances in understanding quantum entanglement, as demonstrated by Erhard, Krenn, and Zeilinger (2019), provide a broader context for our investigation into manipulating material properties, such as the refractive index, through entanglement. These studies contribute to the theoretical foundation of our work, even though direct experimental evidence in this specific application is still lacking [39]. Moreover, experiments like those conducted by Julsgaard, Kozhekin, and Polzik (2001) have successfully entangled macroscopic objects, offering insights into the feasibility of applying quantum entanglement to larger systems [40]. While these experiments do not specifically address thrust generation, they underscore the potential of quantum entanglement in macroscopic applications [40].



We propose a theoretical exploration aimed at investigating the potential implications of quantum entanglement on classical mechanics. This approach is speculative and seeks to identify any theoretical frameworks or models where concepts from quantum mechanics, particularly entanglement, might provide new insights or perspectives within the classical paradigm. We recognize the fundamental differences between classical and quantum mechanics and approach this exploration with an aim to bridge conceptual gaps while adhering to the established principles of both fields.



Let us consider   E  q e    as the energy associated with quantum entanglement. This could be a function of the entanglement entropy   S  e n t    and a constant  α  that characterizes the strength of entanglement (see, e.g., Refs. [41,42]):


   E  q e   = α ·  S  e n t   .  



(41)







The entanglement entropy, a measure of quantum entanglement in a system, might be represented as    S  e n t   = −  ∑ i   p i  log  (  p i  )   , where   p i   are the probabilities of the quantum states. For example, in the case of the EM-Drive, the energy contribution from the microwave cavity,   E  m w   , could be related to the cavity’s resonant frequency  ν  and photon number N:


   E  m w   = h · ν · N .  



(42)







This energy might interact with   E  q e    to produce a measurable force. The total energy of the system could be the sum of classical and quantum contributions:


   E  t o t a l   =  E  c l a s s i c a l   +  E  q e   +  E  m w   .  



(43)







The free energy term F could be expanded to include quantum entanglement contributions, such as   F = F (  E  t o t a l   )  . This could be modeled as a function of both classical free energy and entanglement energy. The modified equation of motion would become:


  m   ∂ v   ∂ t   = − m   ∂ Φ   ∂ r   −  ∂  ∂ r      J 2   2 I   − ω · J − F − α ·  E  q e    .  



(44)







Here,  α  is a scaling factor for the entanglement energy contribution, and   E  q e    represents the quantum entanglement energy, which could be a function of entanglement entropy and other quantum variables. The modified free energy term   F  t o t a l    now encapsulates both the classical free energy and the quantum entanglement energy, acknowledging the potential influence of quantum effects on the system’s dynamics.



The quantum mechanical version of the equation is derived by modifying the Hamiltonian in the Schrödinger equation to include the effects of quantum entanglement. The modified Schrödinger equation is:


     i ℏ   ∂ Ψ ( r , t )   ∂ t       = [ −   ℏ 2   2 m    ∇ 2  + V  ( r )            + J ( r , J , ω , F )           +   E ^   q e    ( r , t )  ] Ψ  ( r , t )  .     



(45)







In this equation,   Ψ ( r , t )   is the wave function of the system, m is the mass of the particle,   V ( r )   is the external potential,  J  represents the thermomechanical and informational aspects, and    E ^   q e    is the operator for quantum entanglement energy.



In conceptualizing the behavior of entangled photon states within a material medium, we might draw an analogy to the movement of macroscopic droplets driven by energy gradients. However, it is important to distinguish the underlying mechanisms. While the motion of droplets can be influenced by classical forces such as surface tension gradients, the dynamics of entangled photons are governed by quantum mechanical principles and interactions with the medium at a microscopic level. Additionally, considering the potential effects of surface free energy gradients, it is worth exploring how such gradients could influence particles with mass, thereby extending our analogy to encompass a broader range of physical phenomena. This approach aims to bridge understanding from the macroscopic, classical world to the subtler, quantum nature of light and its interactions within different environments. We might imagine the motion of entangled photon states within a material medium, just as the movement of these droplets is caused by energy gradients.



This change of focus allows us to better understand the quantum mechanical foundations of force and motion, moving from macroscopic hydrophobic surfaces to the microscopic interactions of photons. So, we now look at how the gradient of spatial wave functions and the laws of quantum entanglement can be used to theoretically develop a new kind of propulsion that bridges the gap between quantum and classical physics. It is important to keep in mind that the definition of force in the context of quantum physics differs from its classical meaning. Here, we investigate how to create motion through the gradient in free energy with the theoretical underpinnings of quantum mechanics. We consider the term


   S ent  = − α  ∑ k   λ k  log  λ k  ,  








where   λ k   are the eigenvalues of the reduced density matrix   ρ A   of a subsystem A, representing the probabilities of the quantum states. This term captures the essence of quantum entanglement in a measurable and computable format.



By calculating the gradient   ∇  S ent   , we aim to bridge the gap between the microscopic quantum world and its macroscopic implications. This approach leads us to a modified force equation:


  F = − ∇   E classical  + α  ( − Tr  (  ρ A  log  ρ A  )  )  + h ν N  .  








Here, the gradient of the entanglement entropy term   − α  ∑ k   ( log  λ k  + 1 )  ∇  λ k    is incorporated, synthesizing quantum entanglement with classical force dynamics.



The specific experimental setup and application in question will determine the exact form of the equations and the technique employed to control the entangled photons. There are various researchers working on the use of quantum entanglement for propulsion and other novel applications [43,44,45,46], including theoretical physicists such as Avi Loeb [47], Igor Pikovski [48], and Mark Kasevich [49]. The use of the quantum vacuum for propulsion is being developed by NASA [50]. A notable advancement was made by Fickler et al. [51], who proposed a method for encoding information into spatial modes of photons, a significant step forward in quantum information science. This concept is complemented by the work of Mair et al. [52], who demonstrated entanglement involving spatial modes of electromagnetic fields, thereby enhancing the potential for quantum information applications. Further expanding on this theme, Altuzarra et al. [53] explored how polarization-entangled photon pairs interact with plasmonic structures. Their findings are critical in understanding quantum gating and plasmon–photon conversion, crucial aspects of quantum optics. Additionally, Brainis [54] developed a generalized principle for the propagation of entangled photons in position space. This principle is particularly relevant to state shaping and spatial entanglement swapping, offering new avenues for manipulating quantum states. Lastly, the groundbreaking work of Togan et al. [55] reported the successful quantum entanglement between a single optical photon and a solid-state qubit, an essential building block for quantum optical networks.



Self-Propelled EM Device with Metamaterials


To date, it has been challenging to produce macroscopic forces that can effectively propel spacecraft due to the limitations of material technology. However, recent advancements in the field of metamaterials provide new possibilities for creating enormous gradients of free energy [29,56,57,58,59,60,61] that might be utilized for propulsion purposes. But before they can be used successfully for this purpose, further research and development are required as the practical application of such materials is still in its inception. While the breadth and size of such propulsion systems are currently constrained, present technology enables the production of CubeSats that can be propelled utilizing already-in-use systems and technologies. Therefore, additional research and development in the field of innovative materials and propulsion technology are critical.



The force on the dipole moment is given by (see, e.g., Ref. [62]):


  F =  1  c 2    p · ∇ E +   ∂ p   ∂ t   × B  ,  



(46)




where  p  is the dipole moment. This equation represents the Lorentz force acting on the dipole moment due to the gradient of the electric field and the time derivative of the magnetic field. It takes into account the interaction between the dipole moment and the electromagnetic field, resulting in a net force on the dipole.



Equation (46) for the force exerted on a dipole moment due to an electromagnetic wave can be modified. We can write the dipole moment as   p = α · E  , where  α  is the polarizability tensor. Next, we can expand the polarizability tensor as:


  α =  ϵ 0   (  χ  ( 1 )   +  χ  ( 2 )   · E +  χ  ( 3 )   ·   E  2  + ⋯ )  ,  



(47)




where   χ  ( 1 )    is the linear susceptibility tensor,   χ  ( 2 )    is the second-order susceptibility tensor, and   χ  ( 3 )    is the third-order susceptibility tensor. We can neglect higher-order terms in the expansion for small electric fields. Hence, we have:


  p =  ϵ 0    χ  ( 1 )   E +  χ  ( 3 )     | E |  2  E  .  



(48)







Note that, while the second-order susceptibility tensor is neglected in Equation (48) under the assumption of a small electric field limit, the third-order susceptibility tensor is included because it remains significant even for weak electric fields. Now, we can substitute Equation (48) into Equation (46):


      F =  1  c 2      [  ϵ 0    χ  ( 1 )   E +  χ  ( 3 )     | E |  2  E  · ∇ E        +   ∂  ϵ 0    χ  ( 1 )   E +  χ  ( 3 )     | E |  2  E    ∂ t   × B ] .     



(49)







The term (   ϵ 0    χ  ( 1 )   E +  χ  ( 3 )     | E |  2  E  · ∇ E  ) represents the gradient force or gradient pressure. It arises from the interaction between the spatial variation of the electric field (as captured by   ∇ E  ) and the polarization of the material (described by    χ  ( 1 )   E   and    χ  ( 3 )     | E |  2  E  ). The gradient force tends to push or pull the material particles or dipoles in the direction of the electric field gradient; the term (    ∂  ϵ 0    χ  ( 1 )   E +  χ  ( 3 )     | E |  2  E    ∂ t   × B  ) represents the radiation pressure or time-varying electromagnetic momentum. It arises from the time variation of the electric field (as captured by    ∂  ∂ t    (   χ  ( 1 )   E +  χ  ( 3 )     | E |  2   E )   ) and its cross product with the magnetic field  B . The radiation pressure results in a transfer of momentum from the electromagnetic field to the material, causing it to experience a force.



Overall, Equation (49) combines the effects of the gradient force, which depends on the spatial variation of the electric field, and the radiation pressure, which arises from the time variation of the electric field and its interaction with the magnetic field. These phenomena play crucial roles in the interaction between electromagnetic fields and materials, particularly in the context of metamaterials and their response to electromagnetic waves. This equation represents the force acting on the dipole moment in terms of the electric field  E  and its spatial and temporal derivatives, as well as the material properties characterized by the susceptibility tensors   χ  ( 1 )    and   χ  ( 3 )   .



It is significant to note that Equation (49), which assumes the complete conversion of electromagnetic energy to kinetic energy, gives an upper constraint on the thrust that may be created. There are several processes that can generate micro-newtons of thrust in the framework of the equations given above for metamaterials. One such process is the use of plasmonic metamaterials, which are composed of metallic nanoparticles arranged in a specific pattern to manipulate light at the nanoscale. When these materials are illuminated by light, they generate plasmons, which are collective oscillations of electrons. The plasmons can induce forces on the nanoparticles, which can result in a net thrust on the material.



Another process is the use of optomechanical metamaterials, which are composed of mechanical resonators coupled to optical cavities. When light is injected into the cavity, it can interact with the mechanical resonators, inducing mechanical motion. This motion can generate a net thrust on the material.



Both of these processes involve the manipulation of light at the nanoscale to induce forces on metamaterials, which can result in micro-newtons of thrust.



It is possible to imagine a scenario where a pulsed electromagnetic wave traverses a metamaterial and gains intensity, leading to an amplification of thrust. This could potentially occur if the metamaterial is designed to have nonlinear properties, such as a high third-order susceptibility   χ  ( 3 )    [63,64]). When an intense pulsed electromagnetic wave interacts with such a material, it can induce a nonlinear polarization response that can lead to an amplification of the electromagnetic field inside the material.



If we assume a typical metamaterial with a linear susceptibility of the order of 0.1 and a third-order susceptibility on the order of   10  − 8   , and a pulsed electromagnetic wave with an intensity on the order of   10 12   W/m2, we can estimate the thrust to be on the order of nano-newtons to micro-newtons. However, this is a very rough estimate, and the actual thrust generated will depend on the specific properties of the metamaterial and the pulsed electromagnetic wave.



There have been several studies on the use of metamaterials for propulsion. One notable example is the work by Alu et al. [65], which proposed a metamaterial-based device capable of generating thrust by exploiting the nonlinear response of the material to an incident electromagnetic wave. The device consisted of a rectangular array of metallic split-ring resonators (SRRs) with a nonlinear material in the gaps between the SRRs. When an intense pulsed electromagnetic wave was incident on the device, the nonlinear material generated harmonics at frequencies different from the incident frequency, which in turn generated a net force on the device due to the asymmetric radiation of the harmonics. The authors estimated that the device could generate a thrust on the order of micro-newtons.



Coulais et al. [66] demonstrated the possibility of breaking reciprocity in static systems, enabling mechanical metamaterials to exhibit nonreciprocal behavior.



Another example is the work by Mihai et al. [67], which proposed a metamaterial-based device consisting of an array of cylindrical pillars made of a non-linear material. When an incident electromagnetic wave was incident on the device, the nonlinear material generated harmonics at frequencies different from the incident frequency, which in turn generated a net force on the device due to the asymmetric radiation of the harmonics. The authors demonstrated experimentally that the device could generate a thrust of the order of micro-newtons.






2. Conclusions


In conclusion, this article explores various methods to enhance engine efficiency, considering the limitations imposed by the laws of thermodynamics. The use of nanomaterials and surface engineering capable of harnessing entropy-gradient forces is discussed, highlighting their potential to generate useful work by converting random thermal motion into directed motion. Additionally, the concept of information burning engines, which extract energy from information processing, is discussed in the framework of [9], particularly engines fueled by entanglement, discussing theoretical proposals for quantum Stirling engines and entropy gradient engines. These engines are based on the exploitation of entanglement to extract work from heat baths, showcasing the potential of quantum principles in enhancing engine performance. There is a range of innovative approaches that could contribute to the development of more efficient and sustainable engines, pushing the boundaries of current engine technologies and exploring new frontiers in energy production for sustainable societies.
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Figure 1. Evolution of state populations over multiple cycles in the quantum Stirling cycle. The dynamics indicate a preference towards populating the first energy level as cycles progress. 
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Figure 2. Energy dynamics of the quantum Stirling cycles, highlighting the periodic behaviors of each cycle. 
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Figure 3. Variation of system von Neumann entropy throughout the quantum Stirling cycles. The energy and the entropy, both quantities exhibit periodic behaviors, offering insights into the engine’s thermodynamic processes. 
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Figure 4. Decay of quantum coherence over the cycles in the quantum Stirling engine. The linear decrease in coherence over time highlights consistent system–environment interactions leading to decoherence. 
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Table 1. Evolution of von Neumann entropy over cycles.
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	B
	Von Neumann Entropy





	1
	   6.28 ×  10  − 6     



	2
	   1.75 ×  10  − 5     



	3
	   2.54 ×  10  − 5     



	4
	   3.57 ×  10  − 5     
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