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Abstract: Target ranging is the premise for manipulators to complete agronomic operations such as
picking and field management; however, complex environmental backgrounds and changing crop
shapes increase the difficulty of obtaining target distance information based on binocular vision or
depth cameras. In this work, a method for ranging large-sized fruit based on monocular vision was
proposed to provide a low-cost and low-computation alternative solution for the fruit thinning or
picking robot. The regression relationships between the changes in the number of pixels occupied by
the target area and the changes in the imaging distance were calculated based on the images of square-
shaped checkerboards and circular-shaped checkerboards with 100 cm2, 121 cm2, 144 cm2, 169 cm2,
196 cm2, 225 cm2, 256 cm2, 289 cm2, and 324 cm2 as the area, respectively. The 918 checkerboard
images were collected by the camera within the range from 0.25 m to 1.5 m, with 0.025 m as the length
of each moving step, and analyzed in MATLAB to establish the ranging models. A total of 2448 images
of four oval watermelons, four pyriform pomelos, and four oblate pomelos, as the representatives of
large fruit with different shapes, were used to evaluate and optimize the performance of the models.
The images of the front were the input, while the imaging distances were the output. The results
showed that the absolute error would be less than 0.06 m for both models and would linearly increase
with a decrease in the distance. The relative error could be controlled at 5%. The results proved the
proposed monocular method could be a solution for the ranging of large fruit targets.

Keywords: monocular vision; ranging; large-size fruit; checkerboard; model

1. Introduction

The picking robot is an effective way to deal with the current challenge of fruit
harvest [1–3]. Machine vision plays the role of eyes for robots, aircraft technology, the
Internet of things, and other mechatronics systems by providing the space coordinate
figure [4]. With the location information of the target fruit, the picking robot can perform the
supposed work [5,6]. As one of the machine vision methods for target distance assessment,
monocular distance measurement has been applied in all sorts of fields, such as industrial
robots [7], medical treatment [8], vehicle control [9], and fruit picking [10,11]. Compared
to binocular vision and laser vision, it was more convenient and simpler and had great
further development potential [12,13].

Initially, it was in the 1960s that research began on monocular vision. Lawrence
Roberts at the Massachusetts Institute of Technology (MIT), as the ancestor of monocular
vision, obtained a big hit due to the robot’s intelligent recognition through simple building
blocks [14]. The following decades witnessed a huge leap again in the monocular field,
which paved the way for further development. In 1997, [15] achieved distance calculation
according to the proportion of the object’s projection on two images; one was taken at the
camera point, while the other was taken at the point where the camera moves along the
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optical axis. In 2005, [16] proposed a new ranging method in South Korea that used a single
camera and a rotating mirror to obtain a series of reflected images through the camera in
front of the rotating mirror and extract distance information from them.

Over the course of the last decade, with the boom of new technology, particularly
the involvement of computers in machine vision, monocular distance measurement has
stepped up to a higher level. In 2013, [17] designed an improved method that used a
monocular camera to track specific objects and then employed an efficient computing
algorithm implemented in MATLAB/SIMULINK to measure the distance from the object
to the camera. In 2017, [18] gave a strategy—a target ranging method for a wheeled mobile
robot based on monocular vision—that extended the ranging target from a plane object to a
three-dimensional object and improved the measurement accuracy without correction.

In the last 5 years, [19] has used the monocular vision technology of instance segmen-
tation and camera focal length to detect the absolute distance between the front camera and
the car camera and has largely improved the measurement accuracy. At the same time, [20]
thought the convolutional neural network could be applied to determine the depth from
a single camera image; therefore, eight different networks were designed for depth esti-
mation, each of which could suit a certain characteristic level. In 2019, [21] theoretically
explored the relationship between local feature correspondence and the similarity of two
images. The object will be identified based on a two-stage template matching process, and
its proportion level will be determined at the same time. Then it will be successfully applied
to the real-time automatic packaging sorting line. In the same year, [22] trained a fully
convoluted neural network to carry out distance estimation, which predicted the size of
different objects depicted in the image pixels. Although these methods have been discussed
a lot about the monocular camera’s distance measurement appliance in great fields, in the
published research, they were rarely referred to for complex orchard environments and
fruit surface imaging distortion.

In general, the technique of measuring distances with only a single camera has become
more sophisticated and advanced and has achieved a historical transfer and breakthrough
from the traditional simple geometric calculation to some new technologies such as com-
puter image cognition and neural networks. As a fact, fruit trees always live in a compli-
cated environment, and almost all of these technologies cannot be well adapted because of
either excessive reliance on high-precision physical instruments or the high cost of time
and energy. As a result, a simpler and more practical ranging method will be suitable for
the orchard environment in view of the complex background in the images.

The application of monocular vision to image-based visual servoing (IBVS) required
consideration of the impact of imaging errors, such as lens and optical paths, on detection
accuracy and the problem of targets moving out of the camera’s imaging area. Therefore, on
the basis of camera calibration and internal and external parameters, this study proposed a
model for distance prediction by the change in the number of target pixels in a continuous
image acquired during the continuous motion of a single camera, which was used to obtain
depth information of large fruit on a tree in a complex background.

The model used the change in the number of pixel values of the target area in the
resulting image as an input variable, which allowed the inherent error of the system to be
eliminated in the calculation process, and the process of continuous imaging with small
values and fixed interval steps prevented the target from leaving the camera imaging area,
thus providing a less computational and less costly technical solution for target distance
prediction and operational action control of fruit picking manipulators. Although the
application of monocular vision in fruit and vegetable picking was rare, its imaging system
was simple, lightweight, small in size, did not require precise image matching, and would
have advantages in fast computing speed, which not only enabled the cost of subsequent
machine vision servo systems to be controlled within an acceptable price range but also
facilitated the development of multi-robot collaborative working machines and could
provide a reference for the identification of target depth information in the production
process of other fruits and vegetables or crops.
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In this work, the principle of monocular distance measurement was first studied and
the materials and methods used were introduced in Section 2; then, in Section 3.1, the
results of establishing models using square checkerboards and circular checkerboards
of different areas were shown, while the fruit pictures of 2 oblate pomelos, 2 pyriform
pomelos, and 2 oval watermelons were made to verify the accuracy of the 2 established
models; Via error analysis, the two established models were modified to reduce the error,
and the results are shown in Section 3.2. Finally, the whole work and the future expectations
were concluded in Section 4. The flowchart of this work is shown in Figure 1.
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Figure 1. The flowchart of the main work.

2. Materials and Methods
2.1. Principle of Monocular Distance Measurement

The monocular distance measurement was mainly achieved depending on all captured
information from images collected by the camera. The principle of camera shooting was
presented in Figure 2. The reflected light from the photographed subject was concentrated
by the camera lens to form a real image in an area between one and two times the focal
length from the optical center. When the shooting distance D was far greater than the focal
length F, approximately the image distance would be seen as equal to the focal length.

1
F
=

1
D

+
1
V

(1)

Among those, V—image distance, D—the shooting distance, and F—the focal length.
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According to the lens imaging principle and the principle of a similar triangle, it
could be:

A
F

=
B
D

(2)

A was the size of the real image formed in the camera, and B was the size of the shot
object.

It is proposed that there are two patterns with the same area: a square of length L
and a circle of radius R. As a result, the area S of the two patterns would be expressed
as follows:

S = L2 = πR2 (3)

S represented the area, L represented the length of the square, and R represented the
radius of the circle.

According to Equations (2) and (3), when a camera takes images of two patterns right
from the front, the imaging areas would be expressed as:

s =
F2

D2 ·S (4)

where s was the area of the real image formed in the camera.
On account of the shooting principle of the camera, the real image could be deemed

an orderly array of pixels on the camera screen through the photoelectric converter and
processor. Supposing the number of pixels of the video in the camera was x, the following
equation described the special link between the imaging area of the objective and the
number of pixels:

x = ωs (5)

where ω represents a constant decided by the camera, x was the number of pixels of the
image in the photo.

Therefore, conversion from number of pixels to distance was performed with the
following simplification of the formula. There was a specific relationship between distance,
number of pixels in the image, and area of the image:

D = β

√
S
x

(6)

where β was a constant collectively composed by F, S, and ω.

2.2. Model Establishment

The maximum projected area of large fruits such as pomelo and even larger fruits
would range from 100 cm2 to 324 cm2 since the pomelo longitudinal axis length ranged over
100~170 mm mostly. Therefore, the square and circular checkerboard calibration plates,
such as those in Figure 3, with the areas of 100 cm2, 121 cm2, 144 cm2, 169 cm2, 196 cm2,
225 cm2, 256 cm2, 289 cm2, and 324 cm2 as 9 groups were assigned and prepared for the
establishment of models.

Under the condition that there was no sight line blocking within a certain positive
range, as shown in Figure 4. The checkerboard was fixed, ensuring the checkerboard plane
was perpendicular to the horizontal plane. For each checkerboard, 51 images were shot in
the distance range from 0.25 m to 1.5 m at an interval of 0.025 m. Totally, 51 images shot
from identical checkerboards were set as one group.

The number of pixels in the target image was calculated by Photoshop’s lasso tool.
Then the information about square checkerboards and circular checkerboards (distance,
area, and number of pixels) was loaded into MATLAB for two specific models whose
formations were similar to Equation (6). The specification of the computer used was a
LAPTOP-5V7TD45J with a CPU of AMD Ryzen 5 3500U with Radeon Vega Mobile Gfx
(2.10 GHz).
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In addition, to verify and polish the models, watermelon, and pomelo, two of the
typical large-sized fruit, were selected to collect the image data under the same conditions.
12 groups of images were gathered together, involving 4 oval watermelons, 4 pyriform
pomelos, and 4 oblate pomelos.

Each sample was assigned to pick four sides out for testing at an interval of 90◦,
as shown in Figure 5. The number of pixels and distance were recorded automatically.
However, due to the irregular fruit’s outline, the maximum projected area of the fruit
target could not be measured directly. Therefore, an estimation approach to the area was
applied, considering there was an obvious linear relationship between area and number
of pixels, in particular when the camera was far enough away. For square checkerboards
and circular checkerboards, the relationships between the number of pixels and the grid
area were shown in Figure 6, respectively, which could acquire estimated areas of the
fruit. Further, all the results of the maximum projected area of samples calculated by two
different methods are listed in Table 1. The predicted distance could be obtained when the
number of pixels and the projected area of fruits were input into the models.
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Figure 5. All samples of large fruits and their own 4 test sides: (a) oval watermelons; (b) pyriform
pomelos; (c) oblate pomelos.
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Figure 6. The linear relationships between number of pixels and the area of checkerboards included
(a) square and (b) circular.

Table 1. The information was calculated by the area and number of pixels of sample fruit—type,
shape, and number—as well as the maximum projected area of the four test sides obtained.

Fruit Shape Sample
Number

Maximum Projected Area/cm2

1st Side 2nd Side 3rd Side 4th Side
Square Circular Square Circular Square Circular Square Circular

Watermelon Oval 1 110.72 107.97 100.10 97.61 105.47 102.85 98.09 95.65
Watermelon Oval 2 145.98 142.37 153.09 149.31 150.29 146.58 150.17 146.46
Watermelon Oval 3 176.27 171.93 166.29 162.18 178.96 174.55 168.04 163.89
Watermelon Oval 4 206.83 201.74 201.52 196.56 209.09 203.94 204.83 199.79

Pomelo Pyriform 1 172.54 168.29 178.82 174.41 169.55 165.37 176.97 172.61
Pomelo Pyriform 2 124.06 120.99 125.84 122.73 124.74 121.65 126.37 123.24
Pomelo Pyriform 3 101.30 98.78 103.65 101.07 102.74 100.19 102.98 100.42
Pomelo Pyriform 4 128.40 125.22 128.75 125.56 124.32 121.23 125.19 125.19
Pomelo Oblate 1 79.19 77.21 76.35 74.44 77.72 75.78 76.22 74.31
Pomelo Oblate 2 137.68 134.28 129.98 126.76 136.33 132.96 129.16 125.96
Pomelo Oblate 3 133.42 130.12 139.58 136.13 136.81 133.42 139.71 136.26
Pomelo Oblate 4 125.22 123.48 125.56 123.79 121.23 118.95 125.19 122.68

In this work, the accuracy of the model was classified into 3 grades to define the precise
degree of prediction according to the number of relative errors—less than 5% relative error
was assessed as “High” accuracy, between 5% and 10% was regarded as “Middle” accuracy,
and higher than 10% was rated as “Low” accuracy. The model’s exact predicting ability
would be justified by counting up the number of every grade. Furthermore, the maximum
relative error and absolute error of the two prediction models were also essential parameters
for evaluating the superiority of the models.

2.3. Model Error Modification

Considering the shape of the fruit is always irregular, errors in predicting results are
inevitable. A modification for that, as an essential method, could effectively enhance the
accuracy of a model. After the specific change tendency between the relative error and real
distance was analyzed, a new modification polynomial was obtained. Via modification, the
accuracy of models would be compared and evaluated again to observe the change.

3. Results and Discussion
3.1. Establishment of Models

According to the 18 groups of image data of the checkerboards with two shapes,
a scatter diagram—Figure 7a—belonged to Model S, which described vividly specific
distribution conditions in a three-dimensional coordinate system where the x axis, y axis,
and z axis represented respectively the number of pixels, area of the checkerboard, and
shooting distance. The curve-fitting surface of Figure 7b, whose distance starts at 0.25 m and
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culminates at 1.50 m in a three-dimensional coordinate, was obtained. The two functional
relationships between Model S and Model C were:

ds = 22.64 · S0.4936 · x−0.4932 (7)

and
dc = 23.51 · S0.4949 · x−0.4990 (8)

ds and dc, respectively, represented the predicting distances of models S and C; S was
the maximum projected area of the fruit sample, and x was the number of pixels in the
image of the fruit sample. Table 2 lists the number of pixels and the image distance of a
square-shaped checkerboard and a circular-shaped checkerboard with a 225 cm2 area.

Table 2. The number of pixels and shooting distance of 225 cm2 square checkerboard and
circular checkerboard.

Distance (d)/m
Number of Pixels (x)

Distance (d)/m
Number of Pixels (x)

Square
Checkerboard

Circular
Checkerboard

Square
Checkerboard

Circular
Checkerboard

0.250 2,125,400 2,027,978 0.900 157,169 152,677
0.275 1,810,936 1,662,104 0.925 145,664 144,729
0.300 1,458,858 1,386,520 0.950 137,918 138,808
0.325 1,277,878 1,199,561 0.975 133,377 131,268
0.350 1,044,969 1,018,685 1.000 125,000 124,805
0.375 941,468 888,487 1.025 118,917 119,939
0.400 799,591 776,853 1.050 112,923 112,443
0.425 721,767 688,263 1.075 108,788 108,577
0.450 628,723 619,131 1.100 102,864 104,056
0.475 575,948 555,015 1.125 97,706 99,427
0.500 502,876 500,698 1.150 93,544 95,202
0.525 471,042 454,438 1.175 90,278 90,870
0.550 413,690 414,606 1.200 86,200 86,456
0.575 385,746 377,284 1.225 83,074 84,213
0.600 346,711 347,165 1.250 79,721 76,901
0.625 325,720 322,823 1.275 77,675 74,469
0.650 294,896 297,677 1.300 73,686 73,686
0.675 275,735 274,991 1.325 71,471 71,481
0.700 254,463 253,468 1.350 68,586 69,220
0.725 239,976 235,587 1.375 65,719 66,114
0.750 221,816 221,410 1.400 62,926 64,467
0.775 209,194 206,859 1.425 61,690 61,875
0.800 193,000 194,518 1.450 58,614 59,503
0.825 183,087 183,071 1.475 56,673 57,292
0.850 170,805 172,736 1.500 55,230 55,939
0.875 163,039 164,536

After the models S and C were established, tests were designed to verify the accuracy of
the model predictions. Two watermelons, two pyriform pomelos, and two oblate pomelos
were picked, and each one gave four different aspects for camera shooting. The maximum
projected area would be calculated through the linear relationship between the number of
pixels and the area of checkerboards described in Figure 4. Hence, the predicting distance
could be obtained when the maximum projected area and number of pixels are known
inputs to models. The following Table 3 is an illustration of predicting results when one of
the aspects of a watermelon was 110.72 cm2 in area.
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(a) the scatter point diagrams of Model S and (b) the curve surfaces from the scatter diagram fitting
of Model S.

Table 3. Testing results for model S and model C with the watermelon of 110.72 cm2 maximum
projected area.

d/m
Model S Model C

d/m
Model S Model C

dps/m eas/m ers/% dpc/m eac/m erc/% dps/m eas/m ers/% dpc/m eac/m erc/%

0.250 0.287 0.0375 14.994 0.276 0.0262 10.497 0.900 0.912 0.012 1.289 0.887 0.013 1.435
0.275 0.314 0.039 14.214 0.302 0.027 9.853 0.925 0.944 0.019 2.013 0.919 0.006 0.694
0.300 0.338 0.038 12.525 0.325 0.025 8.315 0.950 0.967 0.017 1.834 0.942 0.008 0.840
0.325 0.361 0.036 11.156 0.348 0.023 7.076 0.975 0.989 0.014 1.436 0.963 0.012 1.205
0.350 0.383 0.033 9.481 0.369 0.019 5.531 1.000 1.015 0.015 1.471 0.989 0.011 1.142
0.375 0.411 0.036 9.569 0.396 0.021 5.696 1.025 1.041 0.016 1.574 1.015 0.010 1.015
0.400 0.435 0.035 8.742 0.420 0.020 4.964 1.050 1.063 0.013 1.277 1.037 0.013 1.281
0.425 0.461 0.036 8.371 0.445 0.020 4.671 1.075 1.089 0.014 1.284 1.062 0.013 1.249
0.450 0.483 0.033 7.408 0.467 0.017 3.796 1.100 1.112 0.012 1.073 1.084 0.016 1.432
0.475 0.506 0.031 6.445 0.489 0.014 2.916 1.125 1.140 0.015 1.348 1.112 0.013 1.136
0.500 0.528 0.028 5.626 0.511 0.011 2.172 1.150 1.159 0.009 0.816 1.131 0.019 1.638
0.525 0.553 0.028 5.326 0.535 0.010 1.933 1.175 1.183 0.008 0.695 1.155 0.020 1.734
0.550 0.578 0.028 5.048 0.559 0.009 1.713 1.200 1.213 0.013 1.077 1.184 0.016 1.334
0.575 0.600 0.025 4.390 0.581 0.006 1.119 1.225 1.234 0.009 0.742 1.205 0.020 1.642
0.600 0.624 0.024 3.937 0.604 0.004 0.722 1.200 1.256 0.006 0.515 1.227 0.023 1.845
0.625 0.648 0.023 3.679 0.628 0.003 0.514 1.275 1.284 0.009 0.685 1.254 0.021 1.656
0.650 0.673 0.023 3.601 0.653 0.003 0.481 1.300 1.308 0.008 0.616 1.278 0.022 1.703
0.675 0.698 0.023 3.445 0.677 0.002 0.370 1.325 1.329 0.004 0.290 1.298 0.027 2.005
0.700 0.722 0.022 3.196 0.701 0.001 0.165 1.350 1.351 0.001 0.107 1.321 0.029 2.165
0.725 0.749 0.024 3.247 0.727 0.002 0.253 1.375 1.378 0.003 0.195 1.347 0.028 2.059
0.750 0.770 0.020 2.633 0.748 0.002 0.312 1.400 1.415 0.015 1.061 1.383 0.017 1.183
0.775 0.791 0.016 2.041 0.768 0.007 0.858 1.425 1.423 0.002 0.166 1.391 0.034 2.378
0.800 0.817 0.017 2.119 0.794 0.006 0.747 1.450 1.444 0.006 0.417 1.412 0.038 2.607
0.825 0.841 0.016 1.983 0.818 0.007 0.847 1.475 1.471 0.004 0.272 1.439 0.036 2.445
0.850 0.865 0.015 1.798 0.842 0.008 0.997 1.500 1.490 0.010 0.640 1.458 0.042 2.790
0.875 0.891 0.016 1.835 0.867 0.008 0.929

Note: d—distance; S—the maximum projected area; dps, dpc—predicting distance of square model and circular
model; eas, eac—absolute error of two models; ers, erc—relative error of two models.

The comparison of average absolute error, absolute error maximum, average relative
error, and relative error maximum was exhibited in Table 4. It showed that model C had
more priorities over model S for whatever shape: model C had a prominent advantage
over accuracy with a 42 average number of “High” accuracy compared with model S at
35; while, for “Middle” and “Low” accuracy, model S obviously had more shares, taking
account of an average of 8.75 and 7.25. Hence, it could be concluded that model C had
more accuracy in predicting the imaging distance of the watermelon and pomelo targets.
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Table 4. The error extremums and accuracy levels of two models.

Fruit

Model S Model C
Average
Absolute
Error/m

Absolute
Error Maxi-

mum/m

Average
Relative
Error/%

Relative
Error Maxi-

mum/%

Average
Absolute
Error/m

Absolute
Error Maxi-

mum/m

Average
Relative
Error/%

Relative
Error Maxi-

mum/%

W1 0.024 0.065 4.370 26.110 0.020 0.053 3.216 21.355
W2 0.022 0.048 4.167 19.081 0.020 0.048 3.022 14.337
OP1 0.017 0.037 2.080 14.557 0.018 0.043 2.574 11.614
OP2 0.020 0.051 3.282 20.276 0.019 0.042 3.117 16.997
PP1 0.027 0.060 4.991 23.855 0.020 0.047 3.380 18.930
PP2 0.023 0.051 4.360 20.483 0.020 0.042 3.171 15.778
RH 68.63% 82.35%
RM 17.17% 11.27%
RL 14.21% 6.37%

Note: W1—watermelon NO.1, W2—watermelon NO.2; OP1—oblate pomelo NO.1, OP2—oblate pomelo NO.2;
PP1—pyriform pomelo NO.1, PP2—pyriform pomelo NO.2. RH—rate of “High” accuracy; RM—rate of “Middle”
accuracy; RL—rate of “Low” accuracy.

3.2. Model Modification

The detailed distribution of the predicted results was described in Figure 8, illustrating
that the results would fluctuate around the ideal conditions with an error gap. In Figure 9,
Range 1, Range 2, and Range 3 were respectively defined as the distance range where
the predicting results could not be kept within [−10%,10%], the distance range where
the predicting results could be kept within [−10%,10%] but some were over 5%, and the
distance range where the predicting results can be curbed within [−5%,5%]. Based on
Figure 9, which illustrated the conditions of relative error, three ranges, including Range
1 (0.25~0.525 m), Range 2 (0.525~0.8 m), and Range 3 (0.8~1.5 m), were divided. When
shooting distance falls in Range 1, the results could not remain reliable; if in Range 2, the
results could get an accuracy assurance within −10~10% error; if in Range 3, then the
results would be accurate with only −5~5% error. Hence, when the distance is between
0.8 m and 1.5 m, it would make a sound effect; if the distance falls between 0.8 m and 1.5 m,
there is a large improvement room to be more accurate for prediction.
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According to Figure 10, where the fitting lines of two models were illustrated, the
predicted error value changed step by step from negative to positive when the distance
slowly decreased from 1.5 m to 0.25 m. Such a rough tendency for error fluctuation would
be regarded as a ground for modifying the form of models. Namely, an approximately
linear relationship would exist between real distance and predicting distance for two
models. Via repeated fittings, two functional expressions could be described as:

dps = 0.95274drs + 0.06 (9)

and
dpc = 0.93912drc + 0.05 (10)

dps and dpc represented predicting distance for model S and model C, and drs and drc
represented real distance for model S and model C.
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Figure 10. Distribution position of predicting distance error of model S and model C around distance,
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Substituting the above Equations (9) and (10) into Equations (7) and (8) and modifying
models, respectively, could be:

ds = 23.83 · S0.4936 · x−0.4932 − 0.063 (11)

and
dc = 25.01 · S0.4949 · x−0.499 − 0.054 (12)

A comprehensive analysis, referring to several potential factors for predicting results,
including average absolute error, absolute error maximum, average relative error, and
relative error maximum, as well as accuracy shares, was carried out. From Table 5 and
Figure 11, a clear improvement in accuracy for prediction could be seen after a simple
modification. On the one hand, the number of “High” rating shares had a huge increase
from 68.63% to 98.04% for Model S and from 82.35% to 98.53% for Model C. It meant almost
all prediction results had less than 5% absolute error. On the other hand, the extinction of
“Low” rating shares dropped significantly from 14.21% to 0 for Model S and from 6.73.%
to 0 for Model C. Compared with model S, model C still retained a comprehensive edge
in accuracy, with a higher average number of “High” classes and a lower absolute error
maximum. Via modification, two methods had made the “High” accuracy rate increase to
more than 98%.

Table 5. The error extremums of the modified models.

Fruit
Model S Model C

Average
Absolute

Error

Absolute
Error

Maximum

Average
Relative
Error%

Relative
Error

Maximum%

Average
Absolute

Error

Absolute
Error

Maximum

Average
Relative
Error%

Relative
Error

Maximum%

W3 0.009 0.018 0.929 4.519 0.005 0.013 0.809 4.625
W4 0.012 0.020 1.183 6.609 0.007 0.018 0.811 6.622
OP3 0.003 0.011 0.276 4.239 0.003 0.012 0.818 3.772
OP4 0.007 0.024 0.681 2.591 0.003 0.012 0.821 2.399
PP3 0.004 0.015 0.387 3.767 0.003 0.012 0.826 3.425
PP4 0.006 0.018 0.610 4.166 0.007 0.021 0.830 3.850
RH 98.04% 98.53%
RM 1.96% 1.47%
RL 0 0

Note: W3—watermelon NO.3, W4—watermelon NO.4; OP3—oblate pomelo NO.3, OP4—oblate pomelo NO.4;
PP3—pyriform pomelo NO.3, PP4—pyriform pomelo NO.4. RH—rate of “High” accuracy; RM—rate of “Middle”
accuracy; RL—rate of “Low” accuracy.
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Figure 11. The compared results before and after modification.

The error of this model is mainly derived from two factors. The first one was the
irregularity of pomelo and watermelon, which have an essential difference between an
absolute square shape and a circle shape. Hence, the error was unavoidable in predicting
the results. Another one was the transformation of the shoot side at different distances
for even the same pomelo or watermelon fruit, due to the fact that when the camera
is close to the fruit, the shoot side always tends to be smaller in view of the fruit as a
three-dimensional object.

4. Conclusions

In this work, distance detection models based on the images of square checkerboards
and circular checkerboards from only one camera were established, respectively. Two
models described the special relationships among the three main imaging factors—shooting
distance, the maximum projected area of the target, and number of pixels. The accuracy
was tested on 2 oblate pomelos, 2 pyriform pomelos, and 2 oval watermelons. After
error analysis, two models were modified and tested again. The main conclusions were
as follows:

(1) The regression model based on a square-shaped checkerboard could be presented as
Equation (7), while a circular-shaped checkerboard could be presented as Equation (8).

(2) According to the error analysis, two models were modified to Equations (11) and (12).
(3) Two models had over 98% “high” accuracy and no “low” accuracy. By comparison,

the model of a circular checkerboard would be more predictively accurate than the
one of a square checkerboard when they were used for large fruits.

(4) Two models showed a sound-predicting effect with a 0.8~1.5 m distance where the
camera was far away shooting an object when applied to the watermelon and pomelo
fruit, due to the relative error being controlled within 2%.

The results indicated that the proposed method provided a new way to achieve ac-
curate distance measurement for fruit-picking devices. However, there would be some
problems to overcome and deserve exploration in the future, such as the definite appli-
cation and operation of that, the spreading of effective range, and further improvement
of accuracy.
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