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Abstract

:

The potential of precision viticulture has been highlighted since the first studies performed in the context of viticulture, but especially in the last decade there have been excellent results have been achieved in terms of innovation and simple application. The deployment of new sensors for vineyard monitoring is set to increase in the coming years, enabling large amounts of information to be obtained. However, the large number of sensors developed and the great amount of data that can be collected are not always easy to manage, as it requires cross-sectoral expertise. The preliminary section of the review presents the scenario of precision viticulture, highlighting its potential and possible applications. This review illustrates the types of sensors and their operating principles. Remote platforms such as satellites, unmanned aerial vehicles (UAV) and proximal platforms are also presented. Some supervised and unsupervised algorithms used for object-based image segmentation and classification (OBIA) are then discussed, as well as a description of some vegetation indices (VI) used in viticulture. Photogrammetric algorithms for 3D canopy modelling using dense point clouds are illustrated. Finally, some machine learning and deep learning algorithms are illustrated for processing and interpreting big data to understand the vineyard agronomic and physiological status. This review shows that to perform accurate vineyard surveys and evaluations, it is important to select the appropriate sensor or platform, so the algorithms used in post-processing depend on the type of data collected. Several aspects discussed are fundamental to the understanding and implementation of vineyard variability monitoring techniques. However, it is evident that in the future, artificial intelligence and new equipment will become increasingly relevant for the detection and management of spatial variability through an autonomous approach.
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1. Introduction


In the context of modern agriculture, the focus should be on the application of new digital technologies, which make it possible to satisfy the human demand for food implementing its quality and safeguarding the environment and natural resources. Digital technologies, but especially the emergence of sensors and intelligent machines to support agriculture, can improve the sustainability of a production process that involves the environment and its resources [1,2]. The Organisation for Economic Co-operation and Development (OECD), together with the programmes supported by the Food and Agriculture Organisation of the United Nations (FAO), aim to promote this model of food production based on precision agriculture and digital technology, in order to respond to the rapidly increasing food needs due to population increase and consumer demands [3]. Viticulture is considered an important agricultural and food sector, and this is primarily due to the economic importance it generates [4]. It is one of the most intensively cultivated crops, with a total area under vine amounting to approximately 7.3 million hectares; this area is used for the production of wine grapes, table grapes, and sultanas [5]. In order to achieve these issues, it is necessary to take into account the dynamic nature of agricultural systems arising from the high temporal and spatial variability of responses to production factors [6] and thus to implement site-specific management. The first experiences in precision viticulture application were developed in Australia towards the end of the last century [7] and then applied in countries in which the crop was historically present such as European countries. The deployment of these technologies for vineyard management has found wide availability and interest from the entire production sector, and the excellent results obtained and the great feasibility of application has allowed rapid expansion [8]. Research in viticulture and precision agriculture has been involved in an increasing scientific effort over the years (Figure 1a); however, it should be mentioned that the number of publications relating to precision viticulture corresponds to only 5 % of the publications relating to precision agriculture.



Observing Figure 1b, we can observe that many countries on the European continent are leaders in the scientific production related to precision viticulture. However, if we focus on the figure for precision agriculture, certain countries on the Asian continent, including China and India, are more interested in this research topic besides the United States. The development of precision viticulture is related to a series of technological advances that have enabled site-specific management, these advances are diversified into three main fields. The innovations relating to global navigation satellite systems (GNSS) that are relatively accurate and accessible, allowing the position of a point on the earth’s surface to be determined using geodetic coordinates, i.e., longitude, latitude and altitude [9,10]. The scientific progress of accurate and easy to use software regarding spatial or geographic data management; and finally, the availability of remote sensing platforms equipped with increasing spatial and temporal resolutions, or proximal sensors that allow crops to be monitored in localised form on a continuous basis. For instance, systems recording temperature, air humidity, leaf wetness and rainfall data are used to collect meteorological data in order to build models for forecasting disease problems [11]. For soil monitoring, data are collected on electrical conductivity [12], soil structure and soil moisture [13]. Equally important are measurements based on the plants themselves, as it is possible to survey canopy vigour and development, LAI [14,15,16,17,18] and grape yield and quality [19,20]. These canopy surveys are carried out using autonomous and semi-autonomous devices such as unmanned aerial vehicles (UAV) or unmanned ground vehicles (UGV). Equally important is the use of satellite images to monitor the vineyard agronomic status. The current agricultural production model is characterised by technologies such as the Internet of Things (IoT) and artificial intelligence (AI) [21]. These innovations ensure the connection between the flow of data measured in vineyard by sensors and the information needed by other mobile devices, agricultural machines to perform the steps of a farming production process autonomously [11,22], in this framework the farmer becomes central in the process of supervision and decision-making control. AI is based on the concept of intelligent computer systems that can simulate the capabilities and behaviour of human cognition, a concept that was first introduced in 1956, since then this discipline has made considerable progress. AI is a discipline that brings several research areas within their framework, the main ones being Machine learning (ML) and Deep learning (DL). The former refers to a process that allows computer systems to improve task performance with experience or to “learn by themselves without being explicitly programmed”. Instead, DL is considered a subset of ML and AI and hence DL can be seen as an implemented function of AI that simulates data processing with similar decision processes to humans [23,24]. Equally important is computer vision (CV) which is defined as the process of analysing images in order to extract data and obtain numerical information [25], CV procedures use both ML and DL algorithms. The application of artificial intelligence is used in many fields of precision viticulture with the aim of changing many agronomic management processes. AI, for example, is applied in agriculture to assess growth conditions and nutritional status to optimise agronomic management [26]. AI can also be used for phenology recognition and provide information that can be used to increase yield quality [27]. Currently, AI has been mainly focused on grape variety recognition techniques [28], grape ripening estimation [29,30,31], yield estimation [32,33] the evaluation of berry and bunch number and weight [34,35,36,37,38,39,40], evaluation of canopy development [41,42], optimisation of pruning techniques and automatic bud detection [43,44]. AI represents an excellent strategy that can be used to improve the current process of sustainable management of the wine sector, its use currently concerns the detection and classification of diseases that affect vines [35,45,46]. The benefits of precision viticulture are multiple and can be resumed in stress identification, monitoring, and reduction of vineyard spatial variability [47]. These procedures reduce the time and operational costs of vineyard management, optimising the use of water resources and the use of fertilisers and pesticides, and consequently reducing environmental impact by increasing yields. These scientific advances related to the application of artificial intelligence, combined with the evolution of geostatistics software [48], have allowed for the expansion of the application fields in precision viticulture, providing the possibility of implementing spatially variable agronomic techniques (VRA) through VRT technologies [49,50,51,52]. One of the main novelties of this work is the detailed explanation of the handling of multispectral, hyperspectral, thermal, and dense point cloud data. An effort is therefore made to clarify how to use specific platforms and how to manage this big data with the aim of summarising this information, which is currently brief and fragmentary for the vineyard sector.




2. Review Methodology


The search for documents on the evolution of PA and PV and sensors commonly used in viticulture was conducted on Scopus, however, to produce a holistic evaluation, the Google Scholar and Web of Science platforms were also consulted in addition to the Scopus platform. Accordingly, the adoption of a literature approach and an integrative review strategy allowed us to select the most reliable and representative sources of scientific literature for the topic of investigation [53]. As a first step, we identified several key terms to define the research topic and to identify sources and topics indirectly related to our investigation. After performing this check and ascertaining that the search engines had identified all the documents related to our study, the keywords were defined. A relational database model was created to manage the research papers identified on Scopus, with reference to the evolution of publications from the year 1 January 1999 to 31 December 2022 concerning the topic of precision agriculture and precision viticulture and the sensors used. On Scopus 16,018 articles were identified using the keywords ‘precision agriculture’ and 561 articles using ‘precision viticulture’ as keywords. Then the 561 research papers were downloaded and, after removal of duplicates and short reviews and surveys, an investigation was conducted concerning the various types of sensors used.




3. Technologies and Sensors for Vineyard Monitoring


The main objective of vineyard monitoring is to collect a large amount of georeferenced information and data, which can be measured using a wide range of sensors. Electroluminescence has become increasingly common with the introduction of silicon sensors [54]. Sensors can be either Charged Coupled Device (CCD) or Complementary-Metal-Oxide-Semiconductor (CMOS) types, both have as their basic element the photodiode, the photosensitive element that generates an electrical charge when it is hit by a flow of transmitted light [55,56]. In addition to this primary classification of sensors, it is possible to divide into other parameters, for example, according to radiometric resolution or the energy source used for measurements. The radiometric resolution of a sensor indicates the intensity of the radiation that the sensor can identify [57]. Sensors are divided into passive and active, according to the energy source used. The former are instruments that detect electromagnetic radiation reflected or naturally emitted by vegetation using natural light sources, such as sunlight. Active sensors, on the other hand, detect electromagnetic radiation reflected from an object irradiated by an energy source artificially generated by the sensor. Sensors with active detection technology are distinguished by their capability to be used in any environmental light conditions and at any time of day. Reflectance measurement of electromagnetic radiation can be performed at different wavelengths within the range from 350 to approximately 25,000 nm. This range includes the most used frequency bands in precision agriculture, such as visible (VIS), near infrared (NIR), short-wave infrared (SWIR) and thermal infrared (TIR). Figure 2 shows the type of sensors most used in PV, this investigation refers to scientific publications released from the year 1999 to 2022 on Scopus search engine, as described in Section 2. It is evident that the most used sensors are multispectral sensors.



Another type of sensor used is the RGB camera, which is increasingly being used to conduct object detection surveys in the vineyard, with the aim of identifying vine canopy, shoot or bunches. Hyperspectral sensors are used in viticulture in many fields of application. Although thermal sensors are used in similar proportions to hyperspectral sensors, their main use is for investigations of vine water stress, particularly in irrigation operations. Finally, the figure shows that the use of altimetric laser sensors for the estimation of biophysical parameters of the vineyard canopy is still not often used compared to the rest of the available sensors.



RGB sensors used include wavelengths of blue (450–490 nm), green (520–560 nm) and red (635–700 nm). In PV, RGB indices are often calculated to enhance the vegetation of the vineyard from the overall image. Indeed, using RGB bands exclusively enhances the segmentation of green vegetation, as these bands reduce environmental and illumination effects to a minimum [58]. Radiometric sensors operating in the field of multispectral imaging typically record the radiation reflected by vine in a small number of broad bands, between 2 and 8, usually for certain wavelengths that enable the detection of stress conditions [59]. Most multispectral cameras include five sensors that, in addition to being equipped with active sensors at the wavelengths of blue, green and red, can also investigate in the Red Edge (700–740 nm) and near-infrared (NIR) (780 nm). The main process of radiometric calibration of a multispectral sensor consists of acquiring images of Lambertian targets with different reflectance levels. Then the DN (digital number) values of these Lambertian targets are calculated to obtain the radiometric calibration parameters for each band [60].The data provided by the hyperspectral image is called a data cube. These hyperspectral cameras combine spectroscopy and imaging techniques, providing spatial and spectral information. The resulting output from the use of this technology are georeferenced image cubes referred to as hypercubes (Figure 3). A 3-D image hypercube consists of a two-dimensions X∗Y (2-D) narrowband image array, organised along the spectral (λ) axis [61]. Hyperspectral sensors can detect numerous closely spaced wavelength ranges. These make it possible to detect reflectance, transmittance, and emissivity information in bands with spectral resolution ranging from 1 to 10 nm and thus very narrow [62]. Even the greater the number of bands, and consequently the smaller their width, greater is the ability to identify specific components or elements of a culture based on its reflectance characteristics. Using hyperspectral technology, images can be collected in a wavelength range of 400–2500 nm with variable spectral resolution, expressed in nm, and high spatial resolution [63]. The calibration of the hyperspectral sensor is made by detecting the reflective curves of a Spectralon® panel through a spectrometer, which is considered a Lambertian reflector. In this way it is possible to determine the wavelength corresponding to each image band [64].



In VP, hyperspectral sensors have been used to characterise the water status by calculating appropriate indices [65,66]. Using hyperspectral images (HIS) referred to berries, grape quality can be assessed, through non-destructive detection methods of soluble solids content, or to determine the anthocyanin content of grapes. The wavelengths in the VIS region at 454, 625, 646 and 698 nm are the most relevant for determining the composition of grapes (TSS, titratable acidity, malic acid, and anthocyanins) using the technique (HSI). These wavelengths reported prediction coefficients (R2p) of 0.82 for TSS, 0.81 for titratable acidity, 0.61 for pH, 0.62 for tartaric acid, 0.84 for malic acid, 0.88 for anthocyanins and 0.55 for total polyphenols [67]. The HSI technique enables the early identification of pathogens and diseases at various spatial, spectral and temporal scales [68,69,70,71]. Referring to the infrared region of the electromagnetic spectrum, it is usually divided into reflected and emitted infrared. The wavelength of the emitted radiation is inversely proportional to the temperature, but the behavior of the emitted energy is different. The emitted energy is proportional to the temperature of the target, therefore the higher temperature the more radiation is emitted. Thermographic surveys can be carried out in a wavelength range of 7000–20,000 nm, nevertheless, the thermal imaging cameras typically used to detect the water status of vines focus on a narrower range of 7000 nm to 14,000 nm [72]. Generally, thermal imaging cameras are subjected to radiometric calibration processes in the laboratory using blackbody at different target and environmental temperatures by developing special algorithms, as described by [73]. Thus, by measuring the foliar emissivity acquired in the thermal infrared spectra, the water stress related to leaf temperature can be calculated, through the estimation of the Crop Water Stress Index (CWSI) and can have a value between 0 and 1, indicating stressful and well irrigated conditions, respectively [74]. Instruments used in 3D surveying technology use active laser scanning sensors to determine the distance between a laser signal and a target object. This technique, used in airborne laser scanning (ALS) or Terrestrial laser scanning (TLS) [75], are known as Light Detection and Ranging, or LiDAR. These systems typically use a laser signal at ≈1000 nm in the near infrared (NIR). One of the most important outputs of laser scanning surveying is the point cloud, which can be used to extract geometric characteristics of objects, such as volume and height. There are two types of laser measurement systems, the Time-of-Flight (ToF), and the Continuous Wave (CW) system. These instruments are commonly classified according to the features of the information that they can collect, such as spatial, spectral, and temporal information. There are two distinct techniques for recording the return signal in ALS systems. Discrete return ALS systems, most commonly used, record single (first or last) or multiple (first and last, or sometimes up to five) echoes for each transmitted pulse [76]. The other technique is ALS with waveform digitisation, which samples and records the entire return waveform to capture a complete height profile within the footprint of the target, or the area illuminated by the laser beam [77,78]. LiDAR systems can collect spatial information of one-dimensional (1D), two-dimensional (2D), and three-dimensional (3D) types with the use of optical scanning systems [79]. LiDAR systems have revolutionised methods that included manual measurements of primary canopy attributes, such as height, width and distance between rows, to generate integrative canopy indicators such as leaf wall area (LWA), or tree row volume (TRV) [80]. The 2D laser scanner surveys revealed a significant relationship with pruning weight (r = 0.80), yield and vigour indices, demonstrating the potential of using laser scanner measurements to assess the variability of vine vigour within vineyards [81]. The evaluation of canopy attributes (height, width and density), assessed with laser scanning technology provide information to improve agrochemical spray treatments [82,83].



3.1. Remote Sensing


Another important distinction that is made between the sensors used concerns the distance between the sensor making the measurement and the object to be detected, and thus we distinguish remote sensing and proximal sensors. Remote sensing identifies platforms that derive qualitative and quantitative information about crops or objects positioned at a distance from a sensor through measurements of emitted, reflected or transmitted electromagnetic radiation.



3.1.1. Satellite


The use of satellite systems in remote sensing represents an excellent monitoring tool that ensures wide use in multiple surveys in PV. However, due to the spatial resolution that is sometimes not sufficient to realise detailed discretisation of vineyard characteristics, as it is an in-wall cultivation system, it presents the difficulty of easily separating the inter-row from the soil and other elements [84]. To ensure optimal spatial resolution, there is a need to implement proper radiometric correction, furthermore, the processes of separating the rows from the soil can be quite complex and sometimes not feasible with spatial resolutions higher than 0.50 m. In addition, many scenes surveyed by satellite imagery may have the problem of cloud cover that hinders and makes surveying inaccurate; this problem has been solved by international space agencies, minimising this disturbance. Satellites are classified according to their spatial resolution capability [85] (Table 1), high definition ones include RapidEye, which acquires images in 5 multispectral bands, with a resolution of 5 metres, first launched into orbit in 1996 and developed by a European project, since it has been active it has been used in many agriculture and forestry studies [86]. Another satellite with medium to high spatial resolution is Landsat 8 OLI (Operational Land Imager) which has provided excellent results for VP, it consists of nine spectral bands with a spatial resolution of 30 m for the bands operating on visible light, it also consists of bands operating in the shortwave infrared. While a band has been implemented that reduces the disturbance caused by clouds. With the Landsat system, progress was made in terms of image resolution, however, high-resolution satellite systems such as IKONOS and Quickbird were later devised, the former providing panchromatic (PAN) images with a resolution of 0.80 m, the latter launched in October 2001 provided images with a higher resolution than IKONOS [87]. Another satellite is Planet, which provides a high-resolution, continuous, and comprehensive view of agronomic field conditions [88]. GeoEye-1 launched in 2008 and WorldView-3 launched in 2014, are very high-resolution commercial satellites, for example WorldView-3 has 29 spectral bands and an average revisit time of less than 1 day. The MODIS satellite acquires data in 36 spectral bands with wavelengths from 0.4 μm to 14.4 μm and varying spatial resolutions, two bands at 250 m, five bands at 500 m and 29 bands at 1 km. The satellite provides large scale global dynamics measurements of the entire earth’s surface, minimising the effect of cloud disturbance. One of the most widely used satellites in PA and PV is the Sentinel-2 this satellite is capable of sampling 13 spectral bands up to a resolution of 10m. The main advantage of Sentinel-2 over other satellites is that the data are open-source [89]. The use of data derived from satellite platforms is very wide, examples include studies to identify vineyards growing in large regions or areas [90], monitor vineyard variability, predict yield variability [91]. Landsat and MODIS satellites are often used to monitor evapotranspirative processes in the vineyard and in general are useful for detecting water status [92,93,94]. Another satellite that is being used to conduct vineyard water stress prediction surveys is the Advanced Spaceborne Thermal Emission and Reflection Radiometer (ASTER) satellite [95]. Consisting of 15 bands with 15 m resolution, it is suitable for measuring soil properties, soil temperatures [96]. Another satellite system used to evaluate soil moisture content is TerraSAR-X, which is equipped with a synthetic aperture radar (SAR) antenna that provides high-quality radar images [97]. Finally, the use of satellite systems is also important for monitoring soil erosion phenomena [98]. The use of satellite information is increasingly in demand, to date, petabyte-scale remote sensing data archives can be accessed free of charge through government agencies (NASA; NOAA; Copernicus) [99], which provide geospatial data processing tools [100].




3.1.2. Aircraft


Aircraft have been used in precision viticulture to map large areas, surveys can be carried out in a more flexible manner, and these platforms allow for a long flight range and to carry heavy loads. These platforms have a better resolution of the final image than satellite platforms; indeed, it reaches a level of detail on the ground that is less than 10 m, depending on the flight altitude. However, these monitoring systems have not been widely used in VP, one of the main constraints being the presence of intermediary agencies offering this service, which reduces the flexibility of time acquisition. In addition to this issue is the sometimes expensive cost, another constraint is the impossibility of flying in some areas [101]. However, it has been used in studies on the prediction of grape composition by [102] in which they reveal high spatial variability within the plot. Although these technologies are used to a limited extent, they can provide useful results; however, the set of constraints that make their use unfeasible and complicated, and the increasing supply of new instruments with high spatial resolution and ease of use, coupled with the low cost of application, will probably lead to a decline in the use of PVs in PV practices.




3.1.3. Unmanned Aerial Vehicle


In recent years, crop monitoring systems have been interested in technologies that offer very efficient operational performance. Among these tools, unmanned aerial vehicles (UAV) offer great possibilities for acquiring data in the field in a simple, fast and inexpensive way compared to previous methods. These technologies were developed for purposes quite different from agricultural monitoring; indeed, they were initially used for military purposes. These monitoring systems are more efficient than ground-based systems due to their ability to cover flight distances in a short space of time; they are also more efficient than satellite systems and aircraft as they can fly at low altitudes, which allows for very high spatial resolution images. UAV, depending on wing structure, are divided into fixed-wing systems, which require a runway to take off from the ground or one to land. These can travel at a higher flight speed than the other type of rotary-wing UAV, in view of this, it can be assumed that these systems can cover greater monitoring distances. The rotary-wing ones that do not require specific conditions for take-off and landing, this is performed vertically (VTOL) [103]. These monitoring systems are widely used in precision viticulture because their use is not very complex, as they can be controlled remotely from the ground; indeed, these systems are connected to Apps or software that remotely control flight operations and the UAV follows exactly the indications loaded on the flight plan [104]. These aerial vehiclesare integrated with global positioning system (GPS) and real time kinematics (RTK) components, which provide very accurate and real-time positioning data of the drone and allow each image to be geo-referenced. Therefore, the part that needs the greatest attention is the flight mission plan, the choice of flight parameters such as flight altitude, flight speed, lateral and frontal overlap of the images to be captured, and the frequency of shots. The choice of these parameters directly influences the ground sampling distance (GSD), which is the resolution on the ground and thus the size of an image pixel. However, it is important to regulate the flight height as well as the lateral and frontal overlap of the images according to the type of survey to perform. A high overlap, usually set at 80%, and a low flight altitude, usually set below 40 m, are required to perform a 3D point cloud survey [105]. The UAV has been widely used for the reconstruction of vineyards into 3D maps using this flight height and overlap parameters results in an average density of the generated 3D point clouds of approximately 1450 points per m2 of map surface [106]. A point cloud is a large set of points, indicated in a coordinate system in three spatial dimensions, representing points on the outer surface of objects where light is reflected [107]. These reconstructions can be made from surveys carried out with laser scanner sensors (LiDAR) or through sensors operating in the visible or multispectral, exploiting dedicated algorithms or computer vision techniques [108]. The use of UAV platforms in VP has focused on the capability of acquiring multispectral reflectance images, thermal images and RGB images for photogrammetric processing. Multispectral analyses allow the identification of vineyard vigour variability, some studies compare the performance of some vegetation indices with shoot pruning weight and the results obtained show a good regression (R2 = 0.69) [109], similar results were found by [15] where multispectral data showed good correlation with shoot pruning weight (r= 0.55) and bunch weight (r = 0.59). Through the use of UAV it is possible to apply thermography techniques and develop special indices, such as the CWSI to monitor changes in vineyard water status [110]. Generally, thermal cameras installed on UAV can measure a spectral range of 7500 to 14,000 nm and can identify thermal variations in the range of −20 to 550 °C. Indeed many studies confirm that the CWSI detected by UAV is well correlated with leaf water potential (ᴪL) (R2 = 0.83) [111,112] and a moderate correlation with stem water potential measurements (ᴪst) (R2 = 0.55) [113]. The assessment of CWSI using UAV can be useful to replace the traditional method of assessing stem water potential using a pressure chamber. The latter is not feasible for large-scale studies, in addition, is an invasive method compared to UAVs which allow, among other things, the spatialisation of information on the vineyard water status of large areas.





3.2. Proximal Sensing


Proximal sensing exploits a set of measurement technologies in which the sensor is within direct contact or proximity of the object to be measured. According to this definition, proximal sensors are generally of the optical or contact type. A proximal sensor is usually defined as such when the distance to the target object does not exceed two metres [114]. Proximal sensors allow data on spatial variability to be obtained in a georeferenced mode and in a very accurate and precise manner. This feature is due to the proximity of the sensor to the crop or soil, which allows for excellent resolution of the images or measured data [115]. Proximal sensing can be of the point type, for example when optical contact sensors are used to detect the nutritional and physiological state of the vine, assessing for example the content of certain leaf pigments and nitrogen status [116,117]. For assessing the physiological and nutritional status of the vineyard, these systems can be either monoparametric sensors, which assess, for example, only the chlorophyll content [118], or multiparametric devices [119]. The physical principle that these instruments exploit is called fluorescence, which is the property of certain substances such as chlorophyll to emit received electromagnetic radiation as dissipation of light energy. The instruments that enable such investigations are called fluorimeters, which measure the absorbance and transmittance of radiation by the leaf [120]. Other types of proximal sensors that are used in precision viticulture include those that do not require direct contact with the crop and can be carried manually or installed on a tractor [121]. On-the-go sensing measurements allow for the fulfilment of in-vineyard monitoring, collecting data over large areas in reduced time [122]. Commercial sensors used to investigate the physiological status of the vineyard include, for example, the GreenSeekerTM (Trimble Navigation Limited, Westminster, CO, USA), which allows for the calculation of certain vegetation indices that correlate well with grape quality parameters [123]; this is equipped with a multispectral sensor that operates at a wavelength of 660–770 nm and with a minimum operation height of 0.6 m and a field of view of 0.6–1.6 m. Another sensor is the Crop CircleTM (Holland Scientific Inc., Lincoln, NE, USA), this instrument offers six spectral bands investigating in wavelengths from 450 to 880 nm of the electromagnetic spectrum [124], it is mainly used to assess the nitrogen status of the vine canopy through near-infrared reflectance [125]. OptRXTM (AgLeader, South Riverside Drive Ames, IA, USA) is a device equipped with active sensors that emit light and record reflected light in wavelengths from 670 to 780 nm, and has an operation height ranging from 0.25 (m) to 2.5 (m), its field of view (m) depends on the operation height at which it is set multiplied by 0.6 (m) and can support up to 8 sensors on a CANbus system. This optical sensor has been used in PV for monitoring symptoms induced by Flavescence dorée and Esca disease [126]. Other sensor types used in PV are those involved in investigating proximal thermography. These investigations are carried out using infrared cameras. Thermal imaging cameras are equipped with a long-wave infrared sensor with a thermal sensitivity of 0.1 °C and a field of view of 46 mm horizontally and 35 mm vertically. The thermal camera measures in a temperature range of −20 °C to 120 °C with an accuracy of ±0.3 °C (±37.5 °F) or ±5% (of the average of the difference between the ambient and scene temperature) [127]. The thermal imaging camera is set with appropriate emissivity values, which for the plant parts of the vineyard corresponds to 0.95, with a focal length of approximately 2 m [128]. Handheld thermal cameras can be used to assess the CWSI (Figure 4), this index is usually determined through empirical. These methods are based on the relationship between the difference leaf temperature (Tc) and air (Ta) coupled with the water vapour pressure deficit of a non-water-stressed baseline [129]. The optimum time to obtain robust and physiologically more meaningful thermal data to assess the vineyard water status is usually between 11 a.m. and 2 p.m [130].



The CWSI assessed by images obtained from proximal instruments can be influenced by the row orientation and the correlation with the (ΨL) can differ between the shaded side of the canopy versus the sunlit side. However, by combining measurements from both sides of the canopy, an accurate estimate of the water status can be obtained with correlation values between CWSI and (ΨL) of R2 of 0.70 [131]. Furthermore, the CWSI index evaluated by the handheld thermal camera correlates well with the index values measured by the UAV (R2 = 0.58), however, proximal measurements have the limitation of not allowing spatialisation of the data [113]. Thus, thermography offers many advantages, however, there are currently sensors that including microchips embedded in the vine trunk that allow continuous monitoring of the stem water potential [132]. These instruments present some criticalities such as maintaining intimate contact with the xylem over long periods of time and, finally, its single measurements, which makes it difficult to apply them in large areas. Hyperspectral reflectance data is usually collected using an instrument named spectrometer. Measurements with the spectrometer are carried out at specific times of the day to reduce variations in the solar zenith angle, and a radiometric calibration must also be carried out using a white standard panel (spectralon) (Figure 5a) [133]. Through radiometric calibration, the image values recorded by the sensor and expressed in DN, are converted into reflectance values or radiance (Figure 5b). The conversion to reflectance spectra is done using the Equation (1):


  R   λ   =   c a n o p y I   λ   − D I   λ     S p e . I   λ   − D I   λ      



(1)







In which R is the reflectance, λ is the wavelength, canopyI(λ) is the intensity of the signal from the canopy, Spe.I (λ) is the intensity of the signal from a calibration panel, which is the white spectralon, that has the highest diffuse reflectance observed over the operational wavelengths of the spectrometer. DI(λ) represents the dark intensity that is measured with the spectrometer fibre [134]. Radiance is measured in watts per square metre per steradian (W sr−1 m−2). For reflectance, since it is a ratio of the energy reflected from the target and the energy incident on the target, it is a dimensionless measure [135,136]. Information derived from hyperspectral analyses has been used to identify grape varieties, considering specific wavelengths ranging from 630 to 730 nm. Grape quality can also be determined by means of spectra analysis, e.g., wavelengths of 446, 489, 504, 561 nm are most effective for determining pH, whereas soluble solids content can be determined with wavelengths of 418, 525, 556, 633, 643 nm [137]. Water strongly absorbs radiation in the 970 nm, 1200 nm, 1450 nm, 1940 nm bands, and these wavelengths can therefore be used to estimate the water content and vine water potential [138].



Mobile platforms, capable of moving across the field at a speed of between 2 and 10 km/h, and equipped with RGB, NIR or thermal sensors, have recently been designed. These robotic platforms are powered by batteries that allow them to move autonomously, and their movements are guaranteed by GPS antennas that guide them precisely between the rows. These multisensor units are versatile ground-based platforms able to survey vineyard variability [139]. In addition to these technologies, there are devices that are used daily, these are called mobile communication technologies (MCTs), which include all types of portable devices, such as smartphones or tablets. Currently, research is focused on finding solutions for use in precision viticulture that are low cost and available to everyone. Mobile devices allow images to be recorded, with good definition and resolution, and according to these advantages, some companies are designing specific apps [140]. In the bibliography, there are many works concerning the application of some monitoring techniques performed through mobile devices, especially in reference to the estimation of the vineyard production by counting berries or bunches [141], or the evaluation of the vineyard canopy development [142], or to measure the leaf area index (LAI) through images captured by a smartphone/tablet [143].





4. Image Processing in Precision Viticulture


4.1. Image Pre-Processing


Satellite, aircraft, or UAV data are subject to an initial processing operation aimed at minimising image noise effects and obtaining physical unit data such as radiance or reflectance from corrected raw data. This first phase aims to identify all sources of noise that then influence the quality of the data, the procedures involve radiometric calibration techniques, atmospheric correction for satellite data and georeferencing. Radiometric calibration consists of correcting the DN values recorded by the sensor and converting them into absolute physical units, this can be performed on the ground or on board for example for satellites. Regarding the atmospheric correction of atmospheric gas absorption and scattering effects, this correction is done through numerical models that require atmospheric input data, these are for example MODTRAN [144] which provides a simulation of vine canopy irradiance, or through the application of specific software [145]. Georeferencing consists of returning the image to a known cartographic reference system; this allows orthoimages to be generated that describe the characteristics of the entire scene surface. These operations are usually performed through aerial triangulation techniques, automatically identifying homologous points in the image scenes, or through ground sampling points of known topographic coordinates (GCPs), this practice is often employed in surveys performed with UAV [146].




4.2. Computer Vision Techniques


Photogrammetry is a technique of accurate reconstruction by superimposing images of a given area or section of a vineyard, using methods from many disciplines, including optics and projective geometry. Using photogrammetry techniques, spatial models are developed based on the combination of several images that are superimposed, generating the orthomosaic of images [147]. Photogrammetric processing can be performed using specific tools and software to process the images. This tool makes it possible to carry out photogrammetric triangulation, generate the dense point cloud. It allows georeferenced orthomosaics to be generated and exported in GeoTIFF format compatible with most GIS, which is made possible by the ability to support EPSG register coordinate systems: WGS84 and UTM [148]. The processing of high-resolution images, which are characterised by large intra-class variability of their component pixels, requires the use of geographic information called GIScience, in which image segmentation is based on object detection. This is implemented through Geographic Object-Based Image Analysis (GEOBIA) procedures, which aim to provide methods for high spatial resolution image analysis, which is usually applied to remote sensing images collected by satellites, aircraft and UAV. The general steps involved in GEOBIA procedures are mainly image segmentation and merging; feature extraction and image space reduction; image and object classification; and finally, the evaluation of the accuracy of the algorithms and processes used. Image segmentation is typically performed with unsupervised segmentation algorithms classified as edge-based, region-based and hybrid [149]. Edge-based methods accurately detect segment edges, but sometimes fail to detect closed segments. Region-based or closed segment methods, on the other hand, inaccurately delineate segment boundaries. The classification of objects in images is usually carried out by applying supervised and unsupervised machine learning algorithms [150]. The use of GEOBIA procedures using orthomosaics and digital elevation models as input for map segmentation is increasingly practised, applying classification algorithms one can efficiently characterise vineyard canopies [108], or the classification of vegetation types or weeds [151].



One element used for graphic processing in PV is the Digital Elevation Model (DEM) is a generic term for the earth’s surface and includes all objects on it. The DEM can be divided into two surface representation models, the Digital Terrain Model (DTM) (Figure 6a), which represents the elevation of the earth’s surface and is a topographic terrain model. The Digital Surface Model (DSM) (Figure 6b) represents the elevation of the surface and the objects detected by the remote sensing system. A DSM is suitable for orthorectification of images, because of the information on the elevation of the top of the canopies, in other words, the objects visible in the images [152]. Whereas a DTM is required for terrain surface modelling. Elevation values are generally defined as heights, i.e., measured relative to a horizontal surface modelling the Earth at sea level.



The information in the dense cloud allows objects within the scene to be reconstructed and enables the mesh to be generated. This term refers to a mesh that defines an object in space, consisting of vertices, edges and faces [153]. The bit depth is also an important specification for developing a DEM. Indeed, a depth of 32 bits is preferable for high-precision DEM obtained by aerial photogrammetry or via UAV [154]. The accuracy in generating the dense cloud is also affected by the resolution capability of the cameras used; actually, with low resolution cameras, problems can be observed in generating the DSM in detail [155]. One of the main problems found in processing vineyard vigour maps is the identification of vine vegetation. Pixel extraction techniques of the vineyard canopy eliminate disturbance sources such as, for example, soil-induced noise or spontaneous vegetation, improving the final quality of vigour maps. Some studies have proposed semi-automatic methods, using single-band image processing techniques or digital elevation models (DEM). Single-band image processing involves the use of greyscale images by processing specific algorithms according to the DN [156] or through raster images in the red band, which allows for greater contrast between vine vegetation and soil [157,158].



Nowadays, due to the capability of very detailed surveys, it is possible to exploit the information from the dense point cloud [107]. Using these maps, it is possible to develop the Crop Surface Model (CSM) (Figure 7), calculating it by subtracting the elevation values of the DTM from the DSM [159,160,161] as per Equation (2):


  C S M = D S M − D T M  



(2)







In addition to this method that uses data from the dense point cloud, methods are also applied that consider the DN values of the pixels using them as a threshold value to remove sources of noise from the raster, such as soil or other background elements, focusing on the vineyard vegetation as the main element [160]. The thresholding process that is commonly performed by software is based on a simple Equation (3):


    B . I   i , j   =      1 ,   I F     a   i , j   ≥ T     N U L L ,   I F     a   i ; j   < T       



(3)







Using the Equation (3), it is possible to transform the image (B.I) into binary format. In fact, the value of a pixel in row i and column j of a given image (a), is evaluated if this value is greater than or equal to the threshold value T. Thus, if the pixel value is greater than or equal to the threshold T, this takes on a value of 1, whereas if the DN of the pixels is less than the threshold T, this is considered Null (Figure 8).



The estimation of the threshold value [T] for discriminating bare soil and spontaneous weeds from the vineyard canopy cannot be assumed randomly, for this reason a valid alternative has been developed, the Otsu method [162]. It assumes that well-separated classes can be distinguished about the intensity values of their pixels, the method by calculating a certain threshold value succeeds in obtaining the best separation between the classes (bare soil and vegetation) allowing the binarization of the images (Figure 9) [160]. Otsu’s method is based exclusively on the histogram of the raster, which is a one-dimensional matrix that can be easily calculated; the goal of the method is to find the threshold value [T] that maximises the interclass variance [163,164]. This algorithm can be applied for RGB or multispectral image segmentation [165], or to binarize the greyscale point cloud for 3D point classification [166].



Color-space-based methods, better known as Hue-Saturation-Value (HSV) or Hue-Saturation-Intensity (HSI), are often used to segment RGB or multispectral images [167]. Furthermore, these identify and separate the pixels relating to vineyard vegetation from those relating to shadows and soil [168]. To understand the algorithm, it is first necessary to explain the color space, which is usually illustrated by a geometric shape similar to a three-dimensional cone. In which the hue is represented by a three-dimensional conical structure, the saturation is represented by the area of a circular cross-section of the cone, the value or intensity is the distance to the end of the cone [169]. Hue is the dominant wavelength in a mixture of primary colors, and depending on the value it takes, a different color is obtained, this value varies from 0 to 360, hence red (0°–60°), yellow (60°–120°), up to magenta (300°–360°) (Equation (4)). Saturation indicates the intensity and pureness of the color and is indicated as the distance from the centre of the cone surface, and therefore the further away from the centre the purest color becomes, if on the other hand this value is 0 and therefore in the centre of this surface the resulting color is white. Finally, the value/intensity indicates the brightness, or the height of the cone, the nearer to the end, the darker the color becomes [170]. Thus, the first step in performing segmentation is to transform the images from RGB to HSV format, whereby the red (r), green (  g  ) and blue (  b  ) components must first be extracted [164]. The algorithm uses mathematical expressions to convert RGB color space to HSV color space:


  H =      θ ,   i f   b ≤ g     360 − θ ,   i f   b > g       



(4)






  θ =   c o s   − 1       0.5     r − g   +   r − b            r − g     2   +   r − b     g − b         



(5)







To calculate the Hue, it is assumed that the theta angle is calculated in HSV space (Equation (5)) with respect to the red axis and that the RGB values are normalised between 0 and 1. Subsequently via Equation (6) the saturation channel is determined, via Equation (7) the light intensity value is determined.


  S = 1 −   3     r + g + b       m i n   r ; g ; b      



(6)






  V =   1   3     r + g + b    



(7)







However, algorithm often makes use of the Otsu thresholding method. Indeed, the segmentation between ground, vegetation and shadow is applied by sorting the pixels according to the H;S;V parameters, comparing them with reference threshold values obtained through the Otsu thresholding technique. Another RGB image segmentation method that relies on colour space to separate information based on chrominance is CIE-LAB. This method is based on three basic parameters, with the letter L representing the brightness of the image, the parameter A relating to the chromaticity layer, represented by a range of colours from green to red, and the parameter B representing a chromaticity layer from blue to yellow. All colour information is thus located in the ‘A-B’ subspace, while brightness information remains isolated in the ‘L’ plane [171]. This colour space method has been used for the segmentation of diseased vineyard vegetation from healthy vegetation and soil [172].



Among other techniques and methodologies, the processes used to discretize vineyard vigour maps utilise the extraction of similar digital information within vigour maps containing large amounts of data, following the concept of data mining. Among the techniques most employed in VP is the K-means algorithm, a partitional clustering algorithm [173] that allows a set of objects (in this case pixels) to be divided into ‘K’ groups based on their numerical attributes. A cluster of pixels is a set of data with similar attributes that are simultaneously dissimilar compared to the data of the other image clusters. Clustering is an unsupervised learning technique and allows data or observations to be divided into several clusters. Each cluster is identified by a centroid or midpoint. The principle of operation involves randomly defining several initial K centroids; then, the data are divided into several clusters, after which the algorithm calculates the distance between the data and the reference centroids [174]. The aim of K-means clustering is to minimise the total intra-cluster variance, the quadratic error function, this is achieved by applying the objective function (Equation (8))


  J   C   =   ∑  k = 1   k      ∑    X   i   ∈   C   k            X   i   −   μ   k       2        



(8)




where k identifies the number of clusters, Xi set of data, in this case pixels that are to be clustered into a set of k clusters (C = Ck, k = 1, …, k), instead µk represents the reference centroids for k clusters [175]. The number of clusters of parameter k is usually set to identify five clusters, considering the average pixel value of the row vegetation about shade and soil effect [176]. This algorithm and its variants or other clustering methods [177] have been widely implemented in software used in AP, which allows to classify vineyard vigour maps obtaining a reliable result. In PV they are often used to delineate the vineyard canopy and discretise it from the soil [178] or to delineate homogeneous zones within the vineyard characterised by spatio-temporal variability [179,180,181].




4.3. Computation of Vegetation Indices


After image processing and discretisation of the vineyard canopy, vegetation indices are usually determined. These are usually calculated using spectral information and thus reflectance values, which are derived from wavelengths ranging from the ultraviolet (UV) region to the infrared band [182,183]. Considering the spectral response of vegetation in the red and near-infrared regions of the electromagnetic spectrum, it is possible to identify a group of vegetation indices termed slope-based. This group considers arithmetic combinations of the reflectance of vegetation pixels in the red and near-infrared. The group of distance-based indices, on the other hand, measures the difference between the reflectance of a vegetation pixel and the reflectance of the bare soil. According to the density of vegetation pixels and the distribution of bare soil pixels, represented by a spectral graph, a linear function is derived, called the soil line [184,185]. Through multispectral indices, it is possible to investigate a series of physiological characteristics that allow to diversify the vigour of vines, their productivity, assess the evolution of technological maturity and some specific pigments and aromas [186,187,188], as well as detect water [189] and nutritional stresses in specific wavelengths [190]. The Table 2 shows the most used vegetation indices in viticulture, these can be applied either for RGB, multispectral or hyperspectral surveys.



Vegetation indices [1,2] based on the visible spectra are usually calculated to enhance vegetation characteristics; indeed, they can effectively assess the variation in biomass cover of green crops based on RGB orthoimages [191]. Different combinations of the R, G and B bands can be developed; from these combinations, environmental and lighting effects are reduced by segmenting the vineyard rows from the main image [46]. Although the normalised difference vegetation index (NDVI) index is one of the most widely used indices in precision viticulture, other indices that are often computed are green normalised difference vegetation index (GNDVI) and the simple ratio [85,192,194]. The GNDVI index is often used as it exhibits a very good sensitivity to chlorophyll content, even higher than NDVI [204], this allows it to be correlated with vineyard yield variables, obtaining correlation results (r = 0.73, p < 0.01) as demonstrated by [205]. This index is often used to investigate vine water status and shows a significant correlation with stem water potential (ᴪstem) [206]. The multispectral indices we have discussed can be affected by sources of error or disturbance. For this reason, indices such as enhanced vegetation index (EVI) and soil adjusted vegetation index (SAVI) have been developed with the aim of overcoming the effect of saturation, actually they reduce the effects of soil and atmospheric background [207,208]. These effects are minimised by introducing some known factors into the formula, such as L, which represents the canopy background correction that considers the non-linear transfer of NIR and red wavelengths. In order to solve aerosol influences in the red band, C1, C2 coefficients developed on the basis of the blue band are used [209]. The indices [11,12] were specifically proposed as an evolution of the SAVI index, these indices include a soil correction factor (L), which allows for the reduction of soil effects on the spectral response of vegetation [199,200], however these indices require knowledge of the soil line gradient [210]. The index [7] was developed from the difference vegetation index (DVI) with the aim of improving biomass reflectance values, as the DVI index usually tends to saturate in the presence of high chlorophyll contents [211]. Often when observing the spectral reflectance curve of the vine (Figure 5b), one notices that there is an abrupt change in reflectance at the 700 nm wavelength, the zone of the spectrum known as the red-edge (RE) band. This zone marks the boundary between the absorption of the chlorophyll pigments in the red band and the reflection in the NIR band due to the structure of the leaf mesophyll. Being a transition region, the position of the red edge is very sensitive to physiological and structural changes in the vegetation, so a specific index, the normalised Difference Red-edge index (NDRE), has been developed [198]. This index is often used to determine the health status of the vineyard and detect symptoms of specific diseases [212]. Indices transformed chlorophyll absorption ratio index (TCARI) or optimised soil-adjusted vegetation index (OSAVI) are used to measure the amount of chlorophyll uptake at certain wavelengths, providing precise information on vegetative and reproductive growth [202]. Nevertheless, while these are the most widely calculated, they constitute only a small part of the vegetation indices applied in viticulture; actually, there are about a hundred vegetation indices calculated in PV [85]. This large number of indices also includes the combinations that can be applied with some of them, such as TCARI/OSAVI and MCARI/OSAVI, which have been shown to successfully minimise the variation of the soil background and the vineyard leaf area variation index (LAI) [213]. The use of physiological indices calculated from hyperspectral images are considered excellent indicators for the assessment of wine grape quality in vineyards characterised by nutritional deficiencies [214]. Furthermore, hyperspectral images make it possible to exploit the information of certain bands and extract information of vegetation characteristics by investigating specific pigments [215]. The measurement of reflectance is a method for rapidly and non-destructively assessing the Anth content of leaves. Anthocyanin (Anth) content in leaves provides valuable information on the vineyard’s physiological status, therefore an accurate and non-destructive estimate of Anth can be made using equation [15] proposed by Gitelson [203]. This index calculated from the wavelengths of 550, 700 and 780 nm, is closely related to anthocyanin. The estimation of Anth is essential for stress assessment and appropriate agronomic management.




4.4. Vineyard Canopy Geometry Based on the Point Cloud


The evaluation of biophysical parameters of vineyards and canopy geometries enables detailed monitoring. This possibility is provided by the growing innovations in the field of remote sensing. Through surveys performed with UAVs, very detailed spatial resolutions can be achieved [216,217], unlike satellite images, in which the resolution is often not sufficient to perform these surveys [218]. Data for implementing 2D maps or 3D modelling can be provided by laser scanners such as LiDAR [82], or derived from RGB, multispectral imagery [17,176]. LiDAR, however, is still considered an expensive solution with some operational limitations for winegrowers, a low-cost solution consists of UAVs equipped with consumer RGB cameras [219]. Advances in the field of computer vision/image processing have prompted the development of a photogrammetric approach, suitable for monitoring in precision viticulture. The main photogrammetric method being used in PV is based on Structure-from-Motion (SfM) and image matching algorithms, which allow the automatic reproduction of high-resolution topographic scenes from multiple overlapping photographs [220]. In order to orientate a set of overlapping images, it is necessary to identify a sufficient number of homologous points (called ‘tie points’) (Figure 10) that connect the various survey images.



SfM technology is applied using unsupervised algorithms that enable the identification of image tie points in a fully automated form. The identification of tie points begins with the extraction of feature points (‘keypoints’) from each image using feature detection algorithms [221]. Using specific algorithms, point feature descriptor information is obtained for each extracted feature, which are numerical vectors describing the gradient trend in the neighbourhood of the point. The next step is feature matching [222]. Usually software is based on Euclidean distance calculation, which determines the similarity between two descriptors and classifies them, during this process a percentage of outliers can be found that is often not irrelevant, so it is necessary to identify geometrically consistent matching points by removing outliers using specific algorithms such as RANSAC (RANdom Sample Consenso) [223]. After this stage, the process involves performing Triangulation and Bundle Adjustment operations that iteratively add new points to the reconstruction. Subsequently, using specific algorithms, such as Multi-View Stereo (MVS) [224], which considers all the characteristic points of the scene, the dense point cloud is obtained, which allows the 3D geometry of the canopy to be constructed (Figure 11).



One of the main issues of research interest in this area concerns the localisation of vine rows. Biglia et al., proposed an innovative 3D point cloud processing algorithm for the identification and automatic locations of rows within vineyard maps, based on the identification of key points and a clustering approach based on the density of these points [106]. This classification algorithm can locate vineyard rows in any layout or orientation, independent of the air sensor adopted to collect the data. The application of vineyard canopy 3D reconstructions is widely used in PV, especially in agronomic management, indeed, the method offers the opportunity to characterise the leaf area index (LAI) of the vine simply and fast, compared to manual methods that are laborious and time-consuming [225]. The use of 3D maps constructed from point clouds allow for very accurate leaf area estimation representative of the real condition, with R2 values greater than 0.8 [105,226]. The estimation of leaf area allows modulating the vegetative-productive balance, together with other parameters such as, for example, the weight of pruning wood closely related to the variability of vine vigour. Some studies developed on the basis of the SfM method have provided interesting correlation results between vine canopy volume and pruning weight (R2 range 0.56–0.71) [18]. The 3D models provide a detailed view of the vineyard rows and therefore these results can be used as input for autonomous driving of unmanned ground vehicles [227,228], and can provide useful information to carry out operations such as pruning in an automated form by bud detection [43].





5. Data Mining in Viticulture


The use of platforms previously presented makes it possible to collect a large amount of data and information. Various digital processes have been developed that fall under the heading of artificial intelligence, including computer vision, machine learning (ML) and deep learning (DL). The ML algorithms used in precision viticulture fall into two categories. Supervised learning is learning with a supervisor. These algorithms are developed based on a set of labelled data, organised in such a way that each input data is associated with an output data [229,230]. The most common supervised tasks are ‘classification’ which separates data and ‘regression’ which evaluates the relationship between two or more variables. Unsupervised learning differs from supervised learning algorithms, both in complexity and in the type of input data, indeed these allow for the prediction of missing outputs (labels) and allow for the identification of unknown elements by grouping them according to their similarity. Within the discipline of artificial intelligence, there is an area of study concerning DL, a subset of ML techniques allowed to learn from unlabelled or unstructured data [231]. DL networks have shown great advantages for feature extraction of complex, non-linear data [232]. The expression ‘deep’ refers to the many articulated layers in the neural network, this allows an advantage in analysing more complicated inputs including large datasets of images by automatically recognising the complexities of the structures embedded in the data [233].



5.1. Machine Learning in Viticulture


The applications of ML in viticulture are many and primarily relate to regression and classification tasks, for example yield prediction, classification of vineyard components, weeds, disease detection, and grape quality. Vineyard yield forecasting has always been a main interest of winegrowers. Usually, yield forecasting is applied with traditional, manually performed, labor-intensive and time-consuming methods [234], resulting in an inaccurate result. In opposition to these estimation methods, crop simulation models have been developed, which allow the development of a vineyard yield forecast. Among ML methods, regression analysis is one of the most common methods. Among the best-known regression techniques are simple and multiple linear regression. These regression models have been applied in viticulture by considering multispectral vegetation indices that show good regression values of R2 = 0.76 with good accuracy (RMSE = 1.2 kg vine−1 and RE = 28.7%), similar results are obtained by considering canopy geometries R2 = 0.69, evaluated in proximity to harvest. However, the combination of vegetation indices and the geometric approach is the most accurate model for predicting vineyard yield [19]. Among the supervised ML algorithms, non-parametric techniques based on kernel functions are applied, analysing the data for classification and regression analysis. One of the most widely used is an algorithm called support vector machine (SVM), which is one of the most robust prediction methods, being based on statistical learning frameworks. The SVM algorithm can be applied to data sets that present a linear type distribution or non-linear distributions, in the latter case mathematical Kernel functions have been introduced [235]. The most popular ones are Linear, then there are the Polynomial and Sigmoid functions and finally the gaussian radial basis function (RBF). The choice of kernel function usually depends on a-priori knowledge of the data set. Excellent prediction results have been obtained by considering SVM models (Gaussian exp GPR), using multispectral data (NDVI) as a dataset, which allow good yield prediction results with a lower error (RMSE % = 0.29–0.39), compared to the regression model (RMSE % = 0.42–0.44) [33]. Another type of models belonging to the group of supervised learning are Bayesian probabilistic models (BM). These processing models have been applied to the pixel classification of vine images. Bayesian decision-making based on joint modelling of colour and texture using multivariate Gaussian distributions identifying canopy and bunches in the vineyard, with a high level of accuracy [236]. Among the applications of unsupervised machine learning are several algorithms that allow image optimisation, detection, and classification processes in an automated form. These include Artificial Neural Networks (ANN), which are information processing systems whose operating mechanisms are inspired by biological neural circuits. An Artificial Neural Network has processing units that are interconnected in various ways through various architectures [237]. ANNs consist of units that are classified on several levels, in a neural network there is at minimum one level of input units, an intermediate level consisting of hidden units, and a level with output units [238]. Each unit or node in the network becomes active if the total amount of signal it receives is higher than the activation level, which is defined by a function called the activation function (f). If a node is activated, it emits a signal (y) that is transmitted along the transmission channels until it reaches the other units that it is connected to [239]. At each connecting node, it acts as a filter that transforms the message into an inhibitory or excitatory signal by increasing or decreasing its intensity [240]. Thus, the ANN connection points have the fundamental function of weighting the intensity of transmitted signals, multiplying them by specific intensities (w). The weights are real numbers, if the weight is positive, the channel is excitatory, if it is negative is inhibitory. The absolute value of a weight represents the strength of the connection. The output signal, namely the transmission of its activity to the outside world, is calculated by applying the activation function; these functions can be linear or non-linear [241]. The operation of an ANN depends on the network architecture, the activation function, and the weights, the first two parameters being fixed prior to the training phase. Commonly used learning algorithms in ANNs include the radial basis function networks [242], perceptron algorithms [243], back-propagation [244], and resilient back-propagation [245]. The results of the application of ANN for vineyard yield forecasting, considering parameters such as vegetation indices (VI) and vegetated fraction cover (Fc) allow for forecasting in early phenological periods with good results (R2 = 0.8 and RMSE kg vine−1 = 0.8), with more accurate results near harvest (R2 = 0.9 and RMSE kg vine−1 = 0.5) [19]. Behroozi-Khazaei and Maleki applied an image segmentation technique, separating the grape bunches from the leaves and background, applying ANN algorithms by accurately visualising the bunches, these methods can be used to efficiently predict grape yield [246]. Another research carried out by [20] in which yield prediction models based on regression analysis and artificial neural networks (ANN) were applied, using satellite images of time series, considering NDVI and LAI which had a very high accuracy in estimating yield (r = 0.79). The Random Forest is a classification algorithm consisting of a set of simple decision trees (DT) classifiers, represented as independent random vectors, this algorithm is trained from a random subset of the data in the training set [247]. The Random Forest is a particular method of ensamble learning, this concept is based on the combined use of several learning algorithms to obtain enhanced predictions. RF is used to classify RGB images, it classifies bunches and separates them from background vegetation. However, some authors remark that the algorithm cannot accurately identify overlapping clusters in the image [248]. In viticulture, there is a requirement to assess grape quality characteristics in addition to yield. Using different data acquisition platforms at different vine growth stages, excellent results have been found in predicting grape sugars with regression (ML) models that estimate grape composition with accuracy [30,137]. These grape composition prediction studies generally use ML algorithms that exploit non-linear, decision tree (DT) methods including the Random Forests algorithm [249]. ML was applied for vineyard segmentation and classification to optimise vineyard management. Pádua et al., using only data derived from an RGB sensor obtained from UAVs, applying three machine learning techniques—support vector machine (SVM), random forest (RF) and artificial neural network (ANN), were able to classify the components present in the orthomosaics in vine, shade, soil and other vegetation [250]. In this study, the results show that the RF and ANN models performed equally, but the RF classifier was better. A further test performed by Pádua et al., considering RGB and multispectral data for vineyard classification using SVM algorithms; RF and ANN, shows that combining the two data sources can improve the classification result [58].




5.2. Deep Learning in Viticulture


An important problem in data analysis, or more specifically in computer vision, is object detection. Object detection consists of identifying and classifying objects in an image. In precision viticulture, these techniques are often applied to solve different agronomic problems, for instance to determine the vigour [251] or the weight of vine pruning [252], the evaluation of grape production [253]. In PV, such DL procedures are applied for the recognition of specific pathogens and pests, which cause diseases that reduce vineyard performance [254]. Object detection often makes use of deep learning, which is a recent and modern technique for image processing and data analysis [237]. The main architectures applied in deep learning there are recurrent neural networks, also known by the term RNN (Recurrent Neural Network), short and long term neural networks, also known by the term LSTM (Long Short Term Memory) and convolutional neural networks, also called CNN (Convolutional Neural Network) [90,255]. There are several platforms that provide the ability to develop neural networks, among them is GoogLeNet, created by Google [256], which introduced important improvements to convolutional neural networks, however, an optimisation of the latter is available, which is Inception v3 [257]. Other platforms used for image analysis are the convolutional neural networks ResNet-5 and ResNet-101 which are characterised by different levels of interconnection [258].



Another platform is SqueezeNet, which was created to simplify the architecture of traditional neural networks [259]. These platforms are characterised by varying levels of accuracy and complexity in visualising symptoms or effects on specific organs on the vine canopy [260]. Figure 12 shows a typical architecture of a Region-Based Convolutional Neural Network (R-CNN) which, by means of convolutional layers, transforms an image of raw pixels. A convolution is an operation between two functions of a variable that consists of integrating the result between the first and second function by a specific value. In image analysis, one function is the input values, represented by the raw pixels at an image position, while the second function is a filter, these are represented as number matrices [261]. These number matrices of the two functions are multiplied by each other, this calculation is repeated until the entire image is covered, at the end an output is obtained. This output is called a feature map (or activation map), it is a map of the points where the filter is strongly activated and ‘sees’ an obvious feature of the image. In subsequent layers, these features become progressively stronger and more obvious. These feature maps become input for the next level of the CNN architecture [262]. The next layer of the architecture is the rectified linear unit (ReLU), this is an activation function that returns zero if it receives a negative input from a neuron, but for any positive value it returns a value. The pooling layer is embedded between the convolution and ReLU layers to reduce the number of parameters to be calculated and simplify image analysis, in other words it summarises the strongest activations in each image context. The final layer of a CNN is the fully connected layer, every neuron in the previous layer is connected to every neuron in the latter layer of the architecture [263]. In this level, scores or class probabilities are assigned, thus placing the input in the class with the highest probability [264]. In order to overcome the disadvantages in the process of image analysis using DL techniques, better performing methods have been proposed such as, for example, the R-CNN method [265] which uses a selective search method [266]. This method extracts only specific regions from the images, which are also called Region Proposal Network (RPN). Each region proposal is then transformed into an image of fixed size by scaling and then applied to the pre-trained convolutional neural network model, this first step is responsible for the generation of regions of interest (RoI). Deep learning techniques such as CNNs help to obtain models that classify images with high accuracy, for instance to detect and differentiate symptoms of certain vine diseases. Gutiérrez et al., using RGB images of grapevine leaves achieved an accuracy of 0.94 in simultaneously classifying leaves with downy mildew, spider mite and without symptoms, demonstrating the effectiveness of deep learning techniques [267]. Kerkech et al.,proposed a methodology for the automatic detection of grapevine disease symptoms using images in the visible domain acquired by UAV [46]. In the study, the performance of CNNs is evaluated using combinations of different colour spaces and vegetation indices, with a result accuracy of over 95.8%. The object detection performed by the R-CNN algorithms is very accurate; however, these models suffer from a slow recognition rate and a complex computational system. Recently, a faster model in the recognition process has been developed, this is the “You Only Look Once” network also better known as YOLO introduced in 2016 da Redmon et al., [268]. This network consists of 24 convolutional layers, followed by 2 fully interconnected layers. This high speed of object recognition is due to the use of the Single Shot Detector (SSD) process in the network. YOLO does not divide the recognition into several stages but predicts a bounding box (a square within the image whose centre is the core of the recognised object), the probability and classes of the objects in the input image in a single stage. The training of YOLO is divided into two phases, a first pre-training phase, during which only the deeper layers are trained, and a second training phase involving the entire network. YOLO detection algorithms are diversified according to their accuracy and speed in detecting objects, the ones most used in PV being YOLOv3, YOLOv4 and YOLOv5. For example, many studies referring to bunch detection using the YOLO model, show varying accuracy values, using YOLOv5 values of 0.76 were obtained [36], other authors processing the YOLOv4 algorithm obtain a high prediction value of up to 0.90 [269]. Finally, the YOLOv3 and YOLOv2 algorithms show lower prediction performance than their counterparts, indeed Santos et al., obtain cluster number prediction values (0.60) for YOLOv3 and slightly better for YOLOv2, however, the authors report that the Mask R-CNN model shows that the maximum prediction values are around 0.80, which is a considerable improvement [270]. This convolutional neural network model (Mask R-CNN) provided good object detection performance even in early phenological periods, such as at flowering, where due to the dense distribution of flowers, and the similar colour shade of all plant parts, it can be complicated to obtain acceptable results, however, Rahim et al., apply segmentation and inflorescence detection reporting significant performance of the algorithm (0.94) [271]. Yield prediction using image analysis of grape bunches or other reproductive organs, with DL algorithms, can report variable prediction results as there are several variables that affect the result, for instance image resolution, or the presence or absence of vegetative elements such as leaves or shoots that induce greater or lower bunch occlusion [272]. The accurate recognition of grape bunches using DL techniques is very important as it enables, for instance, robotic harvesting and overall a new solution for precision harvesting in viticulture [39].





6. Conclusions


This review presented the sensors and platforms applied to detect the spatial variability of the vineyard, presenting the main methods of data collection and processing. In this study, the distribution of sensor use in PV is shown, highlighting that multispectral sensors are the most widely used, followed by surveys with sensors operating in hyperspectral, visible, thermal and laser altimetry. The use of proximal and remote sensing platforms depends on the type of survey to be performed, and the information to be obtained. The applications that can be conducted in the vineyard are many, with proximal sensors it is possible to assess the physiological status of the vine, monitoring the content of chlorophyll pigments by means of sensors that assess fluorescence, or with more high-performance hyperspectral sensors that provide the entire spectral signature of the plant, or multispectral sensors. From these surveys, in addition to assessing the physiological state of the vineyard, we can obtain further information regarding, for example, the water status, either by means of hyperspectral or thermal technology. While proximal sensors provide good results, carrying out surveys with these sensors can be time-consuming and inefficient if done manually, or laborious if done using agricultural tractors. In this context, to increase the efficiency and, above all, the speed of surveying operations in the vineyard, there are remote sensing platforms that allow very large survey areas to be sampled in a short time, ensuring a certain level of accuracy. The information obtained through these instruments, which are characterised by varying technological complexity, must be processed according to specific procedures and methods. For example, pre-processing steps such as radiometric correction and georeferencing of images are essential for data obtained via remote sensing platforms. Equally important are methods of extracting image features, in which regard various image analysis procedures are reported that allow high-resolution images to be segmented and classified. These surveys are conducted using various platforms, employed with different observation points and at varying distances from the target object, which may be the canopy of the vineyard as a whole or specific vegetative elements such as leaves, shoots or bunches or berries. Thus, both proximal survey data and image analysis provide large amounts of data and information that require advanced analysis methods and procedures. In PV, artificial intelligence techniques need to be implemented, so machine learning procedures need to be carried out, both with supervised and unsupervised methods. In addition to these procedures, deep learning methods are often applied lately, which solve complex classification and detection problems with good accuracy. From the articles reviewed, it is evident that research follows these methods and algorithms; however, it must be noted that operational methods are still scarce, and in the future, it is planned to implement these object recognition algorithms on platforms such as unmanned ground vehicles. Currently, the main applications are in the vegetative growth monitoring, yield estimation, disease control, nutrition mapping and water status monitoring. However, the outputs of monitoring represent the basic material for planning the agronomic treatments to be applied to make grape production homogenous both qualitatively and quantitatively. Variable-rate vineyard management, and thus decisions on input application, are directly related to vineyard variability. The adoption of the IsoBus system on tractors has made it possible to develop standardised communication between the operating machine and the equipment that applies differentiated tillage or distribution according to the parameters in the prescription maps. These are georeferenced maps that subdivide the vineyard into management zones (MZs) or areas of uniform conditions, allowing for variable application of fertiliser elements, crop protection products or simply tillage. Prescription maps are usually polygonal maps, in which spatially variable distribution information is included in each map element. These technological advances thus enable site-specific agronomic management, respecting the agronomic requirements of the vineyard, reducing management costs, and implementing the environmental sustainability. Furthermore, the development of UGV platforms such as robots could considerably simplify cultivation operations and make them more efficient, such as weed control, soil tillage, harvesting and plant protection. These aspects are part of the goals promoted by the United Nations through the Agenda 2030 document, which is based on supporting innovation and technological progress in order to promote sustainable consumption and production patterns. Ultimately, considering the extensive scientific literature reviewed, it is possible to define future scenarios that will influence viticulture. For example, as far as computer vision techniques for monitoring are involved, there are few experiments conducted in real time under field conditions. In the future, therefore, efforts should be made to develop image processing algorithms that perform these processes rapidly, providing detailed results in real time in the field. Specific image processing devices, based on automatic and not overly complicated technologies, will ensure rapid deployment among farmers. Exploiting technologies such as IoT, a rapid interconnection between different technologies, such as UAV, UGV, or weather stations, will relay comprehensive information in real-time, for farmers or robotic platforms capable to perform specific agronomic tasks.
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Figure 1. (a)—Evolution of the number of publications on the topics of precision agriculture and viticulture; (b) Evolution of publications per country; The data were derived through the methodology explained in Section 2 and refer to the time interval between 1999 and 2022. Source: SCOPUS 2022. 
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Figure 2. Analysis of percentage distribution of the most used sensors for vineyard monitoring over the past 23 years of research. 
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Figure 3. Representation of the three-dimensional hypercubic architecture of hyperspectral images of a vineyard canopy. 
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Figure 4. Thermal images of the vineyard canopy and bunches collected with a FLIR handheld thermal imaging camera in a hot arid climate environment. 
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Figure 5. (a) Hyperspectral reflectance data (digital number) of Spectralon panel and vine; (b) Conversion of raw DN values to vine canopy reflectance with the ASD field spectrometer. 
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Figure 6. Representation of the elevation distribution of a vineyard obtained using UAV images; (a) Representation of a Digital Terrain Model; (b) Digital Surface Model. 
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Figure 7. (a) Representation of the raster analysis using DEM information to extract the vineyard Crop Surface Model; (b) Diagram of Digital Elevation Model of vineyard canopies, the green line represents the CSM profile from the line traced over the vine rows. 
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Figure 8. Orthomosaic histogram of the Normalised Differention Vegetation Index (NDVI) of a vineyard showing the soil thresholding method, the red line represents the frequency curve of pixel values. 
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Figure 9. Representation of binarized vineyard rows by applying the Otsu method. 
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Figure 10. Representation of the tie points from the images detected by the UAV that represent the vineyard rows. 
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Figure 11. 3D model representation of a vineyard row processed using Agisoft Metashape Professional version 1.8.4 (Agisoft LLC, St. Petersburg, Russia), (a) depicts a 3D solid model of the row; (b) depicts the result of applying the model reconstruction algorithms. 
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Figure 12. Structure of the segmentation method for diseased vine leaves applied using the R-CNN mask. 
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Table 1. Representation of satellites used for viticulture surveys. Subscript (1) indicates the GSD for PAN bands, while subscript (2) indicates the GSD for Multispectral bands.
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	Satellite
	Temporal

Cover Age
	Spectral Bands
	Ground Sample Distance (GSD)
	Global

Revisit Time





	RapidEye AG
	1996–2020
	VIS-NIR
	6.5 m
	5.5 days



	IKONOS
	1999–2015
	PAN-VIS-NIR
	0.8 m (1)–3.6 m (2)
	3 days MS 12 days PAN



	MODIS
	1999–present
	VIS-NIR
	250–500 m
	2 days



	ASTER
	1999–present
	VIS-NIR
	15 m
	4–16 days



	Quickbird
	2001–2015
	PAN-VIS-NIR
	0.6 m (1)–2.5 m (2)
	3 days



	TerraSAR-X
	2007–present
	X-band SAR
	3 m
	3 days



	WorldView-2
	2009–present
	PAN-VIS-NIR
	0.46 m (1) –1.84 m (2)
	1 day



	Planet
	2009–present
	VIS-NIR
	3.7 m
	1 day



	WorldView-3
	2014–present
	PAN-VIS-NIR
	0.31 m (1)–1.24 m (2)
	1 day



	Sentinel-2
	2015–present
	VIS-NIR
	10 m
	5 days
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Table 2. The most calculated vegetation indices (VI) for viticulture surveys.
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	Vegetation Index (VI)
	Equations
	ID
	Author of Index





	Excess Green (ExG)
	         2 ∗ ρ 550   − ρ 680 − ρ 450   ρ 680 + ρ 550 + ρ 450       
	1
	[191]



	Excess Red (ExR)
	       ( 1.4 ∗ ρ 680 ) − ρ 550   ρ 680 + ρ 550 + ρ 450       
	2
	[191]



	Normalized Difference Vegetation Index (NDVI)
	     ρ 800 − ρ 680   ρ 800 + ρ 680     
	3
	[192]



	Simple Ratio (SR)
	     ρ 800   ρ 680     
	4
	[193]



	Green Normalized Difference Vegetation Index (GNDVI)
	(  ρ 800 − ρ 550 ) / ( ρ 800 + ρ 550 )  
	5
	[194]



	Modified simple ratio (MSR)
	   ( ( ρ 800 / ρ 680 ) − 1 ) /        ρ 800   ρ 680     + 1      
	6
	[195]



	Renormalized Difference Vegetation Index (RDVI)
	(  ρ 800 − ρ 680 ) /    ρ 800 + ρ 680     
	7
	[193]



	Soil Adjusted Vegetation Index (SAVI)
	     ρ 800 − ρ 680   ρ 800 + ρ 680 + L   ∗   1 + L     
	8
	[196]



	Enhanced vegetation index (EVI)
	2.5   ∗   (  ρ 800 − ρ 680 ) / ( ρ 800 + C 1 ∗ ρ 680 − C 2 ∗ ρ 450 + L )  
	9
	[197]



	Normalized Difference Red-Edge Index (NDRE)
	(  ρ 800 − ρ 730 ) / ( ρ 800 + ρ 730 )  
	10
	[198]



	Modified Soil Adjusted Vegetation Index (MSAVI)
	     2 ∗ ρ 800 − 1 −      2 ∗ ρ 800 + 1     2   − 8 ∗   ρ 800 − ρ 680      2     
	11
	[199]



	Optimized Soil-Adjusted Vegetation Index (OSAVI)
	   ( 1 + 0.16 )   ∗   ρ 800 − ρ 680     ρ 800 + ρ 680 + 0.16       
	12
	[200]



	Modified Chlorophyll Absorption in Reflectance Index (MCARI)
	   ( ( ρ 730 − ρ 680 ) − 0.2 ∗ ( ρ 730 − ρ 550 ) ) ∗ ( ρ 730 / ρ 680 )   
	13
	[201]



	Transformed Chlorophyll Absorption Ratio Index (TCARI)
	  3 ∗ ( ( ( ρ 800 −     ρ 680 ) − 0.2 ∗ ( ρ 800 − ρ 550 ) ) ∗ (   ρ 800   ρ 680   ) )  
	14
	[202]



	Anthocyanin (Gitelson)
	       1  /  ⍴ 550 −   1  /  ⍴ 700       ∗ ⍴ 780   
	15
	[203]
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