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Abstract: Production of natural gas from hydrates involves multiple complex competing phase
transitions, which are rarely analyzed thermodynamically. Hydrates in sediments are typically
examined in terms of the local conditions of indirect thermodynamic variables, such as tempera-
ture and pressure. This can be very misleading in the evaluation of hydrate production methods.
Any hydrate production method is governed by the thermodynamic laws. The combined first and
second laws determine phase distributions in terms of Gibbs free energy minimum. This minimum
is constrained by the first law of thermodynamics through enthalpy. The entropy changes during a
specific action for hydrate production need to be sufficient to overcome the bottlenecks of breaking
hydrogen bonds. In this work, I point out some important drawbacks of the pressure reduction
method. The main focus is, however, on combined safe long-term storage of CO2 and release of
CHa. It is demonstrated that CO2 hydrate is more stable than CHs hydrate, in contrast to interpre-
tations of pressure temperature diagrams, which are frequently used in discussions. Pressure and
temperature are independent thermodynamic variables and merely determine at which conditions
of these independent variables specific hydrates can exist. Gibbs free energy is the dependent
thermodynamic variable that determines the level of phase stability. The first law determines the
need for supply of thermodynamic driving forces for hydrate dissociation. Unlike in conventional
analysis, it is pointed out that chemical work is also a driving force in the pressure reduction
method. The release of heat from the formation of a new CO2 hydrate from injection gas is the
primary source for CHa hydrate dissociation in the CO2 method. Increased salinity due to con-
sumption of pure water for new hydrate could potentially also assist in dissociation of in situ CHa
hydrate. Based on thermodynamic calculations, it is argued that this effect may not be significant.

Keywords: hydrate swapping; non-equilibrium; thermodynamics; salts; mechanisms

1. Introduction

Pressure reduction as a method for hydrate production has, to a large extent, dom-
inated experimental efforts and was tested early at pilot scale in Alaska [1-4]. These early
studies were far too short (typically one week) to result in any conclusions on the feasi-
bility of the pressure reduction method. The first offshore pilot plant study that utilized
the pressure reduction method was conducted in offshore Japan in 2012 [5,6]. The pro-
duction part of the hydrate reservoir froze down after six days [5,6], and the experiment
was stopped. Sand production was also reported as an additional problem. The second
test in offshore Japan was planned to last for six months. The formation froze down,
however, and the test stopped after 24 days [7]. These pilot studies illustrate a more
general challenge, which is also observed in many experimental studies that utilize the
pressure reduction method.

In addition to the pilot studies on pressure reduction, numerous experiments have
also been conducted and reported in various scientific journals. I am not going to refer to
these experiments for three reasons. One reason is that some of the relevant experiments

Fluids 2022, 7, 260. https://doi.org/10.3390/fluids7080260

www.mdpi.com/journal/fluids



Fluids 2022, 7, 260

2 of 22

lack essential information and are therefore incomplete in the sense that other research-
ers should be able to repeat published experimental data. Experiments are also fre-
quently conducted with boundary conditions that are not representative of natural con-
ditions. Constant temperature is an example of a condition that, in practice, involves an
unrealistic exchange of heat with the surroundings as compared to hydrates in natural
sediments. A third reason is that most experiments, including conducted pilot-scale ex-
periments, are not planned according to a thermodynamic analysis. Projections of hy-
drate stability limits in pressure and temperature are typically used as a basis for decid-
ing on the level of pressure reduction applied. There are many drawbacks of such an
“intuitive” approach. First of all, pressure and temperature are independent thermody-
namic variables and do not tell us anything about the thermodynamic driving forces.
There is nothing like “hydrate fugacity”, although it appears in some reports on empiri-
cal modeling of hydrate phase transition kinetics and driving forces for hydrate for-
mation and dissociation. Fugacity is uniquely defined on a component basis and directly
related to the chemical potential for the same component. Definition of a hydrate fugac-
ity is at best an empirical definition.

The thermodynamic driving force for hydrate dissociation is the difference in Gibbs
free energy between the final liquid water and released gas minus Gibbs free energy for
the hydrate. Specifically, this can be written as follows:
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where G is molar Gibbs free energy, and the superscript H,Dissociation denotes hydrate
dissociation; x is mole-fraction with superscript for phase and subscript for molecule
type; H20 is water, and j is a general guest phase indeXx; i is guest molecule index; super-
script w is for water phase, and the use of this superscript for guest as well is just an in-
dication of the same final conditions for gas and liquid water; superscript H is the index
for hydrate; and finally, u is the chemical potential, with subscript as the guest compo-
nent index.

For a pure component hydrate, Equation (1) involves a change in conditions to the
temperature and pressure at the stability limit. Then, the free energy difference is zero
until the hydrate is dissociated, and then there is a change to the final condition w. In
most cases for volatile hydrate formers, such as CHs, the final dissociation condition will
replace w. Hydrates of mixed guests are more complex in terms of dissociation condi-
tion.

A fourth problem, which is also related to the general lack of thermodynamic anal-
ysis, is the lack of mechanism and explanations for the dissociation due to pressure re-
duction. This will be discussed in more detail later. Yet another problem involves the
implications of the first law and the supply of heat from the surrounding formation.
What is the actual heating capacity of a given hydrate reservoir? What is the transport
capability for heat from the surroundings to the producing hydrate? Finally —what are
the implications of the second law?

A general problem is that most thermodynamic packages for hydrate are based on
the so-called reference method and do not have any direct route to Gibbs free energy
nor, therefore, any direct route to calculations of enthalpy. See, for instance, Kvamme et
al. [8] for more details on the reference method versus the use of residual thermody-
namic, which is utilized in this work.

Much of the general concept of residual thermodynamics for hydrates has been il-
lustrated and discussed in several papers that are referred to in this work. Some of the
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equations need to be repeated here in order to visualize and discuss implications for
various hydrate production schemes.

The primary objective of this work is to illustrate why injection of COz is a feasible
approach, and what is needed to overcome dynamic bottlenecks and injection limita-
tions. A secondary objective is to shed light on some crucial limitations of the pressure
reduction method.

Assessing the impact of pore salinity on hydrate stability is a third objective. There
is a huge amount of experimental research that illustrate how salinity affects tempera-
ture and pressure hydrate stability. There are also many papers on how salinity affects
the kinetics of hydrate formation in very specific experimental set-up designs. None of
these studies are relevant for the focus of this work. The focus in this work is the impact
of salinity on thermodynamic properties, and how this then affects thermodynamic
analysis of hydrate production methods. For this reason, there are no references to ex-
perimental work, including our own experimental work during the latest three decades.
The only exceptions are experimental data for pressure temperature stability limits of
hydrate formed from saline water as a basis for model verification.

Hydprate stability, like any other phase stability, is a multi-dimensional quantity that
includes concentrations of all components in all co-existing phases in addition to tem-
perature and pressure. Most hydrate researchers, including experimental hydrate re-
searchers since around 1940, are well aware that only one independent thermodynamic
variable can be defined for equilibrium in a system of liquid water, methane, and hy-
drate. It is then obvious that a system with two defined independent thermodynamic
variables is mathematically overdetermined and there is no unique solution (i.e., ther-
modynamic non-equilibrium). See also Kvamme et al. [9] and Kvamme [10] for more
details of hydrate non-equilibrium and counting degrees of freedom in natural gas hy-
drate systems. The Gibbs phase rule is easy to use, although I prefer discrete counting.
The Gibbs phase rule does not directly include all phases of importance for hydrate for-
mation. As an example, hydrate formation from liquid water and gas is not formed from
water and “bulk” gas, but rather from adsorbed molecules on the liquid water surface.
Mixtures of CO:2 and N2 have been examined as a possible injection gas for combined
safe storage of CO2 and release of CH4 from hydrate. Selective adsorption of CO:z will
dominate hydrate formation from injection gas [11].

In order to avoid misunderstandings, it should be stressed that I am not presenting
any kinetic models on the nano, meso, or macro scale. For that reason, there are no ref-
erences to such models or molecular dynamics simulation studies. That also includes
our own studies. This work is a purely classical thermodynamic study.

The question of novelty that always arises has an easy answer. I am the only one
that uses residual thermodynamics for all phases and all thermodynamic properties
based on one consistent thermodynamic platform. No other publications that actively
utilize the combined first and second laws to compare phase stabilities were found. Hy-
drate can form from many phases, and they all give different hydrates (different compo-
sitions and different free energies) [8-20]. This thermodynamic analysis is therefore
unique, and it is different from other papers in the available literature in the sense that it
is related to a recent experimental study on CO2/CHs swapping [21]. It is the first paper
that examines the impact of pore salinity on the swapping process and mechanisms in
terms of thermodynamic functions (Gibbs free energy, enthalpy, and entropy), rather
than salinity responses on independent thermodynamic properties such as temperature
and pressure. The experiment [21] was deigned to be as close to a real case CO2/CHa
swapping as possible, and the next step will be to modify the experiment [21] so as to
control the pressure of section A (see [21]) to slightly lower than injection pressure for a
CO2/N2 mixture in order to properly imitate a sampling for released CHa.

The paper is organized as follows. In Section 2, I discuss why hydrates in natural
sediments can never reach thermodynamic equilibrium, but rather reside in some dy-
namic state that depends on new hydrate formation from upcoming gas and the dissoci-
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ation of hydrate due to inflow of water from above. Another important part of this dis-
cussion in that hydrates formed from different phases are different hydrates with unique
compositions and unique Gibbs free energies. The thermodynamic framework is dis-
cussed in Section 3. Hydrate phase transitions in concentration gradients towards sur-
rounding water are discussed in Section 4, followed by a section on the effects of salini-
ty. Enthalpy changes are discussed in Section 6. A brief discussion is included in Section
7, which also examines, in more detail, why there are relatively few references to publi-
cations from other research groups in this specific paper. My conclusions are provided
in Section 8.

2. Non-Equilibrium Thermodynamics in Hydrate-Filled Sediments

For a flowing system, the natural independent thermodynamic properties are the
temperatures, pressures, and masses of all components in all phases. The constraints on
these variables are conservation laws and conditions of thermodynamic equilibrium. For
a system of two components outside of hydrate formation condition, the counting is
very easy. If we use liquid water and CHs gas as an example, then independent the
thermodynamic variables are the temperatures and pressures in the two phases and the
mole-fractions of each component in the two phases—eight independent variables in to-
tal. The conservation of mole-fractions in the two phases provides two constraints.
Thermal equilibrium involves the same temperatures in gas and liquid water. Mechani-
cal equilibrium involves the same pressures in the two phases. Finally, chemical equilib-
rium for CHs and water between the two phases provides two equilibrium conditions.
With eight independent thermodynamic variables, two constraints, and four equilibrium
conditions, we have to define/control two independent thermodynamic variables. Fixing
temperature and pressure provides the solubility of CH4 in water and the solubility of
water in CHas as a solution.

Bringing the same system into the hydrate-forming region adds hydrate as a phase
and four new independent variables: temperature, pressure, and the mole-fraction of the
two components in hydrate. Conservation of mole-fractions in hydrate is an additional
constraint compared to the two-phase system. Mechanical and thermal equilibrium adds
two equilibrium conditions, and chemical equilibrium for CHs and water in hydrate and
other phases add two equilibrium conditions. In summary, we have now 12 independ-
ent thermodynamic variables and 11 constraints (conservation laws and conditions of
equilibrium). This is a very trivial and basic result that should not need to be discussed
here. Unfortunately, however, it seems to be needed since it is a very common practice
to treat pressure-temperature stability limit curves as equilibrium curves when discuss-
ing hydrates in sediments, or hydrates in a pipeline or process equipment. In these set-
tings, then, both temperature and pressure are defined. The number of constraints and
equilibrium conditions plus the two defined independent thermodynamic variables is
13, and the number of independent variables is 12. On a macroscopic scale, mechanical
equilibrium is typically established fairly fast (seconds to minutes). CHa is a thermal in-
sulator, and the time to reach thermal equilibrium will vary depending on the relative
size of the water and gas phase, as well conditions of temperature and pressure. Ther-
mal equilibrium is still typically achieved in a time scale of seconds to minutes.

When the three-phase system has reached thermal and mechanical equilibrium, we
can take these variables out of the list of independent variables and equilibrium, since
they are defined in the specific reservoir location. We are then left with six
mole-fractions as independent variables, with three constraints and four independent
equilibrium conditions for CHs and liquid water. The conservation laws obviously have
to be fulfilled, and we are then left with conditions of chemical equilibrium which are
over-determined.

Hcsr, (T, PX55) # gy, (T, P,X™) @
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A general consequence of the discussion above is that hydrates in porous media
cannot reach equilibrium. As mentioned above, the use of Gibbs phase rule requires extra
care in the use for complex water systems. With n being number of components and
being number of phases, T is then the number of independent thermodynamic variables
that must be defined in order for equilibrium to be possible. This can be written as fol-
lows:

T=n—m+2 (6)

This obviously works very well for the systems discussed above. CHs and water
distributed over two phases gives T = 2, and both temperature and pressure can be de-
fined for equilibrium. Adding hydrate as a phase reduces t to 1, and only temperature
and pressure can be fixed. The problem with Equation (6) is that the user has to evaluate
the use of the equation critically. The system of water, CO2, and N: inside the hydrate
region was mentioned as an example for selective adsorption. In highly oversimplified
terms, adsorption of liquid is determined by the individual components’ attraction to
water, and how close to condensation the specific components are. At typical natural gas
hydrate conditions, COz is either a gas or condensed, while N2 is super-critical. CO2 has a
significant quadrupole moment in interactions with water. Short-range interactions be-
tween water and CO: are also significantly stronger than interactions between water and
the non-polar Nz. These differences are, of course, also reflected in substantial differences
in water solubility for these two components. The critical issue is, however, that hydrate
does not form from “bulk” gas. Hydrate nucleates on the liquid water side of a gas/water
interface. The water interphase phase-side concentration of the different gases will reflect
the concentration of adsorbed components on the gas side. If we now use Equation (6)
without any reflections, we have three components and three phases, and we can define
both temperature and pressure. However, as discussed before, the adsorbed phase in-
volves a selective adsorption so that the concentration of CO2 on liquid water phase is
higher than the concentration of CO:2 in “bulk” water. By thermodynamic definition, any
phase with a unique density and composition is a separate phase with unique Gibbs free
energy. Returning to Equation (6) and adding adsorption on liquid water as a separate
phase, we end up with t = 1. See also Kvamme [11] for a 2D adsorption model and ex-
ample calculations. Since chemical potentials of water and guests are different in differ-
ent phases in a non-equilibrium situation according to Equations (2)—(5), the hydrates
formed from different phases are also different [8—20]. There will, at minimum, be one
unique hydrate from liquid water formed by homogeneous nucleation of dissolved CO:
in water. Practically, there can be many different hydrates formed for concentrations
in-between solubility and the minimum concentration of CO2 in water to keep the hy-
drate stable. For details on the calculations of these curves, see Section 3.

Since hydrate cannot reach equilibrium, I consequently use hydrate stability limits
in specific projections, as temperature-pressure hydrate stability limits are not an equi-
librium curve but a range of stability limits in line with other stability limits, like those
plotted in Figure 1. For simplicity, I use only CO:z in this first illustration and use CO2/Nz2
later. This way, it is easier to visualize the impact of salinity. As expected, there are not
dramatic differences between pure water and average seawater (mole-fraction NaCl
equal to 0.108), but there are substantial differences between pure water and results for
mole-fraction NaCl 0.0384.
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Formation of a new hydrate from injection of CO2 in CHs hydrate-filled sediments
leads to extraction of water and higher salinity, although dissociation of CH4 releases
water. This dynamic situation of water consumption and release of water leaves an open
question regarding whether the pore salinity changes significantly or not. Due to the
limited difference between hydrate from pure water and seawater, I only plot free ener-
gies for two cases in Figure 2.
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Figure 1. Hydrate stability limit mole-fractions of CO: in liquid water for different mole-fractions of
NaCl in water (a,c,e) and CO: solubility as function of temperature and pressure for different
mole-fractions of NaCl in water (b,d,f). (a,b) Mole-fraction NaCl in water 0; (c,d) mole-fraction
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NaCl in water 0.0108; and (e,f) mole-fraction NaCl in water 0.0384.

Note that hydrates can form for all concentrations in-between the liquid solubility of
COz and the hydrate stability limits. Any specific concentration of COz between those
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limits will lead to a unique hydrate. Due to the limited difference between hydrate from
pure water and seawater, I only plot free energies for two cases in Figure 2.
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Figure 2. Gibbs free energy for hydrates formed homogeneously from water and dissolved CO: in
water: (a) pure water and (b) NaCl mole-fraction in water 0.0384.

It is of relevance to the discussion above to compare the stability of the
homogeneous hydrates in Figure 2 to heterogeneous hydrates formed from liquid water
and gas. Before that, we can look at some calculations for CH4 hydrate as verification of
the model system.

In Figure 3a, the calculated pressure-temperature stability limits for hydrate formed
from pure water and CH4, as well hydrate formed from water containing 0.0394
mole-fracion NaCL, are plotted.
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Figure 3. (a) CHs hydrate stability limits in temperature-pressure projection. Lower solid curve is
calculated from pure water. Circles are experimental data from Sabil et al. [22] for hydrate from
pure water. Diamonds are experimental data from Tumba et al. [23]. Upper solid curve is
calculated for hydrate formed from CHs and water containing 0.0394 mole-fraction NaCl. Squares
are experimental data from deRoo et al. [24] for hydrate formed from CH4 and water containing
0.0394 mole-fraction. (b) Gibbs free energy for hydrate formed from CHs and pure water (lower
solid curve) and Gibbs free energy for hydrate formed from CHiand water containing 0.0394
mole-fraction NaCl (upper solid curve).

For evaluation of the CO2/CH4 swapping, it is very important to know more about
the relative stability of COz hydrates versus CHs hydrates. If there is a net increase in pore
salinity during the dynamic of CO: hydrate formation and CHa dissociation, the hydrate
of lowest stability (highest Gibbs free energy) will dissociate first.

There are even additional hydrates in the pores. Mineral surfaces act as hydrate
promotors and can involve more than one route. This has been discussed elsewhere. It
has already been discussed why water/gas-adsorbed phase has to be accounted for as an
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active phase with respect to hydrate formation. Adding also mineral surfaces and direct
adsorption as well as indirect adsorption (trapping of guests in water structured by
mineral surfaces) adds to the number of active phases with respect to the hydrate.
Finally, as illustrated in Figure 4, there are several different hydrate phases in a real
natural gas hydrate system. The question is then what replaces the equilibrium
equations. Equilibrium conditions are derived from the combined first and second laws
[9], and we basically have to step back and examine the system in terms of extensive
Gibbs free energy, as follows:

)4 n
dG <) -8'dT"* +V’dP’ + {z W (T, P %/ )dz\f[f} @)
Jj=1

i=1

where the line below G denotes the extensive property (unit: Joule), j is a phase index,
and N is the number of moles in each phase. The total number of co-existing phases is p.
The line under S and V denotes extensive properties, with the SI units being Joule/K and
m? respectively. The superscript j,s means the temperature acting on phase j from the
surroundings.

p n
dH =) dQ’ +V'dP’ +{Zﬂ5i(T",P‘f,fj)dN;f} ®

j=1 i=1

where H is enthalpy, and the line below denotes extensive enthalpy in Joules. () is add-
ed heat to phase j from external sources and other phases. Now, as an example, I con-
sider p equal to 3 with j = gas, liquid water, or hydrate. I consider minerals as external
and initially skip the adsorbed phase. For heterogeneous hydrate formation on
gas/liquid water interface, there is one temperature acting from the gas side, and there is
potentially a different temperature acting from the liquid water side. Heat transport is
very fast through the liquid water phase, slower through hydrate, and relatively slow
through non-polar phases.

The usual assumption related to the pressure reduction method for producing nat-
ural gas hydrate is that the pressure reduction leads to a temperature difference between
the hydrate-producing section and surrounding sediments. One problem is the
low-temperature heat in the first term of Equation (8), which is also reflected in the com-
bined first and second laws in Equation (7). Are the temperature gradients generated by
the Joule-Thomson effect sufficient to break the hydrogen bonds in hydrate water and
generate the entropy change over to liquid water and gas? At this stage, the question
will be left without further discussion in the absence of data for specific hydrate-filled
sediments.

The pressure reduction method is not an important focus in this work, but pumping
out water from a hydrate-filled sediment with limited or almost no free gas might lead
to a change in guest concentration in the surrounding water. This can lead to hydrate
dissociation due to changes in the liquid water concentration of guest molecules. See the
hydrate stability limits for CO2 hydrate as a function of CO2 concentration in liquid wa-
ter plotted in Figure 1 as examples.

Based on the above, there are three possible effects that can dissociate in situ CHa
hydrate when CO2 or CO2/N2 mixtures are injected into CHs hydrate-filled sediments:

- Hydrate dissociation due to chemical work according to the last terms on the
right-hand side of Equations (7) and (8) due to flow-induced changes of fluids sur-
rounding the in situ CHa hydrate.

- COz hydrate is more stable than CHs hydrate, as illustrated by Figure 4. Formation
of a new hydrate from liquid pore water and injection gas will lead to increased sa-
linity in the pore water. This can lead to dissociation of in situ CHa hydrate.

- Formation of a new hydrate from injection gas will release heat that can dissociate
in situ CHs hydrate.
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Figure 4. (a) COz2 (solid curves) and CHa (dashed curves) hydrate stability limits in temperature
pressure projection. Hydrates formed from pure water are in black, hydrates formed from average
seawater (mole-fraction NaCl equal to 0.0108) are in blue, and hydrates formed from water
containing 0.0394 mole-fraction NaCl are in red. (b) Calculated Gibbs free energies for the formed
hydrates in (a).

As mentioned above, the first of these mechanisms can be relevant for pressure re-
duction method as well. Hydrate dissociation is controlled by the first law though Equa-
tion (8), the second law (level of temperature), and the combined law, Equation (7),
which controls the directions of changes due to changes in the temperatures, pressures,
and masses of all components in all co-existing phases. For these reasons, there is a need
for a consistent thermodynamic concept. First of all, this implies that the thermodynamic
model should be derived from the model for Gibbs free energy. Secondly, there is a need
for the reference state of all components in all co-existing phases.

The first of these demands can be satisfied through application of the fundamental
thermodynamic relationships, as follows:

A G H ,Phasetransition
0
P

RT
oT

,N ~ AHH,Phasetransition (9)
RT?

where superscript H, Phasetransition denotes a hydrate phase transition (formation or
dissociation along a variety of possible phase transition routes). The same relationship as
in Equation (9) also applies to chemical potential differences and the following:

H ,Phasetransition

P A:uHZO
RT PN _ A[__[H;d | (10)
oT RT?

where the line above enthalpy denotes partial molar enthalpy, and subscript H20 denotes
water. For guest molecules (subscript i):

H ,Phasetransition
a A/,ll
RT — H ,Phasetransition ( 1 1)

P,N i

oT RT?

A general formulation for Gibbs free energy change of hydrate formation for use in
Equations (7), (9)—(11) can be expressed as follows:
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where j is the phase that the hydrate former is coming from. In this paper, it is limited to j
= separate guest phase for heterogeneous hydrate formation or j = guest molecules
dissolved in water for homogeneous hydrate formation from dissolved guest molecules
in water. In both of these cases, water (w) is coming from liquid. There are no limitations
to other cases, such as adsorbed water on mineral surfaces creating hydrate with outside
guest molecules or adsorbed guest molecules.

Residual thermodynamics for all phases, including hydrate phases, involves ideal
gas being the reference state for all components in all phases. The thermodynamic mod-
els are briefly discussed in the next section, but finer details are given in published papers
that are referred to. Keep in mind also that Equation (12) is zero at stability limits, such as
those in Figure 3. Agreement between experimental data and calculated values in Figure
3a are examples of model validation. For CO:z hydrate, CHs hydrate, and several relevant
mixtures, model validations are published elsewhere. References are given in the next
section.

To my knowledge, I am the only one that utilizes residual thermodynamics for all
phases. For this reason, it is not relevant to refer to papers that discuss hydrate phase
diagrams in independent thermodynamic variables such as temperature and pressure.
That is far outside the scope of this work, which utilizes thermodynamic analysis based
of fundamental thermodynamic laws.

3. Residual Thermodynamics

Residual thermodynamics has been utilized in the oil and gas industry for hydro-
carbon systems for many decades. It actually started with van der Waals’ doctoral thesis
[25], which received extra attention after his Nobel Prize lecture [26]. After that, there
have been numerous modifications and extensions of his cubic equation of state. This has
resulted in several hundred cubic equations of state. Some of these include simplified
results from statistical mechanics for the repulsive term. The most industrially successful
of these are the versions from Soave [27] and Peng and Robinson [28], which still retain
the original term for the repulsive forces and empirical modifications of the terms that
account for molecular attraction.

In molecular dynamics simulations, the residual chemical potential is obtained from
thermodynamic integration of the sampled interaction energies. See, for instance,
Kvamme et al. [29] and Kuznetsova and Kvamme [30-32] for some examples.

The chemical potential scheme does require molecular models. Development of
molecular interaction models for relevant molecules, including water, has progressed
rapidly over the last six decades. As a specific example, chemical potentials for water
based on the TIP4P [33] water model were used for more than 25 years [34]. In Table 1,
below, this is used to calculate the chemical potentials for pure water (row 3 in Table 1),
as well as for water in empty hydrate (row 4 in Table 1).

The number of cavities is v, with subscripts k for large and small cavities, respec-
tively. For structure I, which is the main focus here, Voarge= 3/23 and vsman= 1/23. Within
the scope of this work, I will assume that only one guest molecule can enter a cavity.

The equation for water in hydrate in Table 1 is identical to the model from van der
Waal and Platteeuw [35] for a rigid lattice. In the original formulation for a rigid lattice in
the van der Waal and Platteeuw [35,36] model, the canonical partition function for guest
molecules in rigid cavities were formulated based on fugacity instead of chemical poten-
tial for the guest molecules.

A rigid water lattice model based on MD can be formulated as follows:
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_ P
h, =e™" (13)

where f§ is the inverse of Boltzmann constant time temperature in molecular units and the
inverse of the universal gas constant times temperature in molar units. The rigid water
lattice version of this derivation is as follows:

a, = [,u,a. +p5 ]nb,a.] (14)

b = ﬁ [[] &> etetydz (15

where mi is the molecular mass of guest molecule 7, and i is the Plank-Dirac constant.

In the calculation of the stability limits” chemical potential in the cavities, Equations
(13) and (14), the chemical potential for a component i in cavity k is set equal to chemical
potential for component i in the phase j that the guest molecule comes from:

M =ﬂ,.] 7, P, (16)

The difference between the hydrate model of Kvamme and Tanaka [34] and the
older model from van der Waal and Platteeuw [35] is essentially in the treatment of the
canonical partition functions for the cavities, and the utilization of MD simulations [34]
for evaluation of these. The effects of non-rigid water lattice are evaluated [34] using a
harmonic oscillator approach:

hkl — eﬂ[luki_Agki] (17)

where #i is the chemical potential for molecule type i in cavity type k, and 28y is

the free energy of inclusion of the guest molecule 7 in cavity type k as sampled from MD.
Large molecules relative to cavity size will lead to interference with water lattice move-
ment frequencies and result in destabilization effects.

I will assume that small and large cavities are at equilibrium so that the following
holds:

lulargel- = Iusmalli (18)
Table 1, below, summarizes the residual thermodynamic models used in this study.

The model for the enthalpy of hydrate formation (or dissociation) is trivially derived
from Equation (9) using the appropriate chemical potentials from Table 1 in Equations
(10) and (11). The consistent model for enthalpy according to Equation (9) was originally
developed and published by Kvamme [37] and illustrated for heterogeneous hydrate
formation on gas/liquid interface, as well as for homogeneous hydrate formation from
dissolved guest molecules in water. Experimental measurements of enthalpies for hy-
drate formation and dissociation are complicated for many reasons, and a brief discus-
sion of this, along with comparisons between calculated and experimental data, is given
by Kvamme et al. [38]. Additional evaluation of the model is given by Aromada et al.
[39,40] and Kvamme [10,15]. See also Kvamme [15] for a more detailed discussion on
thermodynamic consistency and the importance of fulfilling Equation (9). Note also that
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there is nothing simple called fugacity for hydrate. Fugacity is uniquely defined on a
component basis. Definition of hydrate fugacity is at best empirical, but also thermody-
namically inconsistent. The use of Claussius or Claussius—Clapeyron for hydrates created
from mixtures of hydrate formers is highly questionable. See Appendix B for a discussion
of thermodynamic problems with defining a hydrate fugacity, and the empirical nature
such a definition involves in terms of the formal definition of fugacity.

Table 1. Residual thermodynamic integration scheme for chemical potentials. Superscript gas de-
notes a separate guest phase (gas, liquid, super-critical). Superscript aq for guest molecule type i
denotes guest molecules dissolved in water. The reference state here is infinite dilution of the

component in water as indicated on chemical potential as well as on activity coefficient }/l.aq’Oc

(asymmetric convention). Superscript w denotes water phase (liquid water in this case). 7;_;20 is

symmetric convention, and a simple model for water activity coefficient as function of NaCl con-
centration in water is given in Appendix A. Superscript H denotes hydrate. The chemical potential
for pure component ideal gas is trivially derived from the ideal gas canonical partition function.
The CH4 model utilized in our study is a spherical mono-atomic model, and the integration of the
translational Boltzmann factor is trivial and can be found in any textbook on physical chemistry.
The same is true for the additional rotational contribution for the linear models of CO: utilized. For
ideal gas water, the moments of inertia needed for the rotational part are from the TIP4P [33]
model, as used by Kvamme and Tanaka [34]. The fugacity coefficients are calculated from the SRK
[27] equation of state.

P Ref S Ideal Mix Real Fluid
ropert eference State - =
pery T,p, ¥ T,p, X
Ideal Gas Mix S ure srmads  Taods
Pure Component T p X P (T, PEY)
,Lligas (Tgas , pss , X:gaS) IieaulreGaS it T, 1; ﬂ?‘”’l’”re (Tgas Pgus) +RT In X;
/uig o (Tg‘ , P? ) ’ ’ +RT In g5 (T**, P**,X5%)
+RT In x;, ! ’ ’
Ideal Solution Mix w00t T
Infinite dilution T p X (T, P
luiaq (T, P, %) in water at T, P . ’T:‘q paa +RT Inx,
IleqPO(TQQ Paq) /’li ( 9 ) q q q q
A N aq,o a aq —a
“RTInx, +RT Iny/ (T, P“,x*)
Ideal Solution Mix w W opw
Pure liquid rp ¥ Higo(T", P")
,UZ O(TW,PW,)?W) waterat T, P . 4 ’W . +RT In X,
2 ‘uw (Tw PW) IUHZO (T ,P )
H 0 ) w w w Zw
2 +RTInx, +RTIny, ,(T",P",x")
HO H pH
(T, P
Water in empty 'uHZO( )
H H pH =H hydrate at T, P
oo (T, P7,57) Yo e - RTv, ln[1+2hki(TH,PH)j
lqu’O (T ,PH) k=1,2 i

4. Hydrate Dissociation Due to Changes in Concentration of Guest Molecules in
Water Surrounding Hydrate

Chemical work is the last term on the right-hand side of Equations (7) and (8).
Chemical work dissociation of hydrate is a general mechanism for hydrate dissociation
related to the inflow of seawater to hydrate-filled sediments through fracture systems
connecting to the seafloor. Offshore hydrates are typically in a situation of hydrate dis-
sociation due to the inflow of water from the top, and the formation of new hydrate due
to fluxes of hydrate-forming molecules from below. This stationary balance is unique for
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each specific hydrate reservoir. If the supply of new hydrate-forming molecules is not
able to supply enough new hydrate relative to the amount of hydrate that dissociates,
then the hydrate reservoir will be naturally depleted over time.

Exchange of fluids surrounding in situ hydrate in a pressure reduction scenario or
during injection of COz or CO2/N2 mixture is unique for each specific reservoir and pro-
duction scenario. Within the focus of this work, I therefore limit myself to some illustra-
tions of hydrate stability limits as a function of salinity. For comparison to the CO: hy-
drate stability limits, I choose the same salinities as in the plots in Figure 1.

Minimum hydrate stability concentrations of CH4 surrounding water are plotted in
Figure 5 together with Gibbs free energies for the formed hydrates. As expected, the hy-
drate stability decreases with increasing water salinity. Minimum CHa concentration in
the surrounding water increases with increasing salinity as expected. Differences be-
tween average seawater and pure water are limited.

For situations of pressure reduction, the changes in liquid water surrounding the
hydrate in the pores is water extracted from surrounding aquifers. As mentioned before,
the existence of hydrate depends on a dynamic balance between hydrate dissociation due
to incoming seawater and the formation of new hydrate from upcoming gas. The sur-
rounding water concentration of CHs can therefore range from liquid-water-saturated to
zero. For this reason, I also plot liquid water solubility and Gibbs free energy for the
water solutions. These Gibbs free energies are, of course, dominated by liquid water
chemical potential, and variation between the three different salinities are small. Note
also that the total Gibbs free energies for liquid water phase and total Gibbs free energy
for the hydrate phase are not the measures for why hydrate will form and be stable at the
stability limits. It is the partial molar values of these Gibbs free energies, that is, chemical
potentials for water and guest, that matter for the phase transition. For a hydrate to form,
there needs to be a chemical potential benefit for both water and guest to convert into
hydrate. The chemical work involved is given by a difference in chemical work for the
two phases, as given by the last term in Equations (7) and (8). For direct comparisons
between liquid solubility and hydrate stability limit concentrations, Figure 5 is limited to
the range of homogeneous hydrate formation conditions in Figure 6.

It is not easy to read and compare the differences between solubility concentrations
in Figure 7 and minimum hydrate stability concentrations in Figure 5. I therefore also
plot these differences along with the differences in water chemical potential between
hydrate and liquid water in order to visualize the main thermodynamic driving force for
hydrate formation from CHs-saturated water to hydrate.
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Figure 5. CH4 hydrate stability limits (a,c,e) as function of concentration of CHs in surrounding
liquid water and Gibbs free energy for the hydrate at stability limit (b,d,f). (a,b) are for pure water,
(c,d) are for water with mole-fraction NaCl 0.0108, and (e,f) are for water with mole-fraction NaCl
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Figure 6. (a) Gibbs free energies for CO2 hydrates formed heterogeneously on gas/liquid interface
(solid curves) and Gibbs free energies for COz hydrates formed homogeneously (dashed curves) at
50 bar and up to stability limit in concentration. Hydrates formed from pure water are in black,
hydrates formed from average seawater (mole-fraction NaCl equal to 0.0108) are in blue, and
hydrates formed from water containing 0.0394 mole-fraction NaCl are in red. (b) Calculated water
chemical potentials for the same conditions and content of NaCl as in (a).
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Figure 7. CHs solubility in water (a,c,e) as function of temperature and pressure and Gibbs free
energy for the aqueous solution (b,df). (a,b) are for pure water, (c,d) are for water with
mole-fraction NaCl 0.0108, and (e, f) are for water with mole-fraction NaCl 0.0384.

In summary, pressure reduction can lead to an inflow of water from the surround-
ing sediments that can range from water saturated with CHs to water with zero CHa. The
highest limit will not lead to chemical-work-induced hydrate dissociation. The lowest
limit, on the other hand, will lead to hydrate dissociation due to chemical work. Figure 8
below illustrates range of guest concentration for homogenous hydrate formation and
associated guest chemical potentials that enters equation 17.

Injection of CO2 or CO2/N2 mixtures will “push” pore-water. Since there is always a
minimum of flow due to molecular diffusion in the pores, it is fair to assume that liquid
water in the pore contains mole-fraction CH4 corresponding to minimum mole-fraction
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CHs for hydrate stability. CHs chemical-work-induced hydrate dissociation is not likely
to be significant for CO2/CH4 swapping.
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Figure 8. Difference between mole-fraction for CHa solubility and mole-fraction for minimum hy-
drate stability (a,c,e) as function of temperature and pressure and difference in water chemical
potential between hydrate and liquid (b,d,f). (a,b) are for pure water, (c,d) are for water with
mole-fraction NaCl 0.0108, and (e, f) are for water with mole-fraction NaCl 0.0384.

5. Effects of Changes in Salinity Due to Creation of New Hydrate from Injection Gas

It is already visualized in Figure 4b that CO: hydrate is more stable than CH4 hy-
drate. Increase in pore salinity due to formation of CO:-dominated hydrate would
therefore preferentially lead to dissociation of in situ CHas hydrate.
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Kinetically, hydrate formation and hydrate dissociation is limited by the slow
transport of hydrate formers across a thin interface, unless the water hydrogen bonds are
broken due to heating or chemicals. The formation of a new COz>-dominated hydrate re-
leases heat that might be at sufficient temperatures to break hydrogen bonds. These as-
pects are discussed in Section 6.

So far, the impact of salinity on transport across the hydrate/liquid water interface
have not been investigated. For pure water, readers are referred to Kvamme et al. [12]
and references in that paper. Since heat transport in liquid water may be 2-3 orders of
magnitudes faster than mass transport through liquid water [41], the differences in hy-
drate phase transition enthalpies is likely to dominate.

6. Differences in Enthalpies of Hydrate Formation as Driving Force for
CO:/CH: Swapping

Enthalpies of hydrate formation for COz hydrate and CH4 hydrate are plotted in
Figure 9, below.
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Figure 9. (a) Enthalpy of hydrate formation along pressure temperature stability limits for CO2
hydrate. (b) Enthalpy of hydrate formation along pressure temperature stability limits for CHa
hydrate.

Based on the plotted hydrate formation enthalpies for CO2 hydrate and CH4 hydrate
in Figure 9, it is clear that released heat from the formation of a new CO:hydrate is suf-
ficient to dissociate in situ CH4 hydrate. The models for enthalpy of hydrate formation
have been extensively compared to the available experimental data for pure water, and I
therefore consider the plots in Figure 8 as reliable.

7. Discussion

In this work, classical thermodynamic analysis has been utilized to examine how
pore salinity affects hydrate stabilities according to the combined first and second laws of
thermodynamics (Gibbs free energy), as well as energy balances according to the first law
of thermodynamics and enthalpies of CH4 hydrate and hydrates from relevant injection
fas mixtures of CO2 with N2. The importance of consistency between calculations of
Gibbs free energies and enthalpies is stressed since the associated entropy changes (sec-
ond law) during hydrate phase transition needs to be realistic for further thermodynamic
analysis of further transport and processing. Unfortunately, there are no other hydrate
research groups that utilize residual thermodynamics. This formalism has been available
since I published the formalism [34] in a very easy format more than two decades ago.
Attempts have been made to make entry to this concept easier, as documented through
several papers and simple fits of reference properties and thermodynamic functions. See,
for instance, Kvamme et al. [9] as one example. This does not even mean that other hy-
drate researchers would need to use my reference data based on the TIP4P model [34] for
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water. Molecular dynamics simulation using simple low-cost computers and graphical
processors are extremely efficient and inexpensive. Any hydrate research group with
some knowledge about molecular dynamics simulations can make their own residual
thermodynamic models for hydrate systems. Unfortunately, hydrate modelling is still
dominated by methods developed 50 years ago [36]. One fundamental problem of this is
the empirical fitting of chemical potential for hydrate water. Even the idea of fitting such
a fundamental property is thermodynamically unacceptable from a fundamental point of
view. There are many papers that utilize this old method, but they basically only provide
calculations of hydrate stability limits in temperature-pressure projection. What is even
worse is that many of the papers contain a smoothed curve and physically wrong pres-
sure-temperature curve for CO: that does not account for the CO: phase transition.
Within the scope of this work (i.e., thermodynamic analysis in dependent real thermo-
dynamic variables), it does not make any sense to refer to papers that report on projection
of independent thermodynamic variables. There are very many such papers, and a sub-
stantial number of them are discussed by Sloan and Koh [42]. Hydrate is a very special
phase and the range of salinities that are realistic here is far from any salt precipitation.
This work is therefore totally irrelevant for shaling effects and other impacts of salinity.

There are some similarities between this paper and a recent one by Kvamme [43], for
example, in Section 2. The content of that section is, however, also different in the sense
that most of the non-equilibrium aspects are described in text, rather than by lists of
variables and equations. The final results are very important and new for that paper [43],
and for this paper, Equations (2)—(4) have never before been discussed. Some aspects of
this were also discussed by Kvamme et al. [9], without these explicit consequences, in a
coupled multiscale dynamic situation that ranges from nano-scale hydrate liquid wa-
ter/hydrate interface dynamics, to liquid water/gas interface dynamics (including capil-
lary wave effects), to couplings with hydrodynamics and the impact of several routes to
hydrate formation and dissociation. Heterogeneous hydrate nucleation is favored on the
liquid water [44-49] side of the gas/liquid water interface and will connect to homoge-
neous hydrate nucleation for liquid water and dissolved gas. In this respect, Figure 5 il-
lustrates the changes in Gibbs free energy from what is characterized as heterogeneous
hydrate formation, and homogeneous hydrate formation deeper down into the liquid
water phase. The discussions in Sections 4 to 6 go far deeper into the reasons why CO2/N:
mixtures are efficient for producing CHs hydrates compared to what can be found in [43],
with particular emphasis on how varying salinity affects the thermodynamic needs.

8. Conclusions

Injection of CO2 into CHa4 hydrate-filled sediments leads to the formation of a new
hydrate. The released heat from this hydrate formation is sufficient to dissociate in situ
CHa hydrate. The extraction of pore water to the hydrate formation will potentially lead
to increased pore salinity. CO2 hydrate is, however, thermodynamically more stable than
CHs hydrate. One possible effect of salinity increase on the stability of hydrates will
therefore be that it leads to dissection of CHs hydrate rather than dissociation of CO:
hydrate. Heat transport through liquid water is substantially faster than mass transport
through liquid water. Transport of the released heat from the CO: hydrate formation
front to in situ hydrate in the pores will therefore lead to CHa dissociation and release of
liquid water. In view of the above, it is concluded that net increase in pore salinity due to
formation of CO: hydrate is unlikely. In summary, it can be concluded that released heat
from CO: hydrate formation is the totally dominating CO»/CHs hydrate swapping
mechanism.
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Appendix A. Activity Coefficients for Water Containing Some Polar Solutes or
Sodium Chloride

Table A1 Model and parameters for water activity coefficients for Equation (20).

Vuol(T. X, o)=a,+ax, ,+a,x; ,+a,x, a, =c +C1—’k+cz—’k :L
H,0 ' MHL0 0 I1VH,0 27H,0 3vH,07 Tk 0,k 7;? 7;5 [ 27315
Methanol Ethanol

a o c1 (v} o l (@)
ao 0.74821 0.52077 -0.59936 0.73743 0.51369 -0.58176
ai 0.54174 -0.47388 0.54721 0.53390 -0.45996 0.53981
a -0.53859 0.56767 -0.52552 -0.52277 0.55995 -0.51009
as 0.35068 -0.53117 0.37324 0.34566 -0.51558 0.36817
a Ethylene Glycol (MEG) Triethylene Glycol (TEG)

Co c1 (@) Co c1 (V)
ao 0.59006 0.44750 -0.49897 0.10473 0.19307 -0.12389
ai 0.47286 -0.39499 0.47783 0.15496 0.17274 -0.15457
a -0.44892 0.49855 -0.43804 0.08770 0.08731 0.11456
as 0.37487 -0.44859 0.36800 0.37947 0.80576 -0.82038

Glycerol NaCl

a o c1 (V3 o Il (@)
ao 0.10453 0.08003 0.35094 0.14486 0.15079 0.26256
ai -0.00151 0.32200 0.21219 0.09071 -0. 09709 -0.63019
a 0.04988 0.04965 0.00515 0.13827 -0.28171 0.57169
as 0.44152 0.56533 -1.25419 0.13053 1.11504 -0.55605

Appendix B. Relationship between Fugacity and Chemical Potential. Consequences
for Hydrate Created from Mixed Guest Phase

Fugacity is defined on a component basis according to the following relationship:

duf*(T,P,x*°)=RTd In f*“(T,P,x*") (A1)
For a fixed but freely chosen temperature the integration is as follows:
gas T P = gas
d{’u‘ (R’T’x )}:dlnﬁgas(T,P,fcg”) (A2)

For components described by residual thermodynamics, the integration on the
left-hand side from a pure component ideal gas to an ideal gas mixture is trivially given
by the impact of entropy change for an ideal gas from pure component at T and P to a
mixture in which the component is diluted in a mixture with other components. Pure
component ideal gas chemical potential is uniquely defined from statistical mechanics
and given as a function of translational and rotational momenta. For the right-hand side
of Equation (A2), ideal gas fugacity is simply defined as pressure. If we assume that there
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is a simple integration constant that bridges the left- and right-hand sides, we can for-
mulate the integrated form as follows:

idealgas,pure = gas
{u,» (T,P,55")

+Inx. |=C. +1In(Px, A3
RT l} 1 ( l) ( )

Integration from ideal gas mixture to real fluid results in the following complete
result:

/uiidealgas,pure (T , P, i:gas')
RT

+1Inx, +1In ¢l} =C, + In(Px,¢,) (A4)

Rearranging Equation (A4) and summing over all components in a gas mixture re-
sults in the following:

idealgas,pure = gas
Z[x{’u" R(TT’P”‘ )+1nxl.+ln¢l1+xl.cl)=Z)cl.ln(legﬁi) (A5)

i

idealgas,pure = gas
Z[xi['u" R(TT’P’X )+1nxi+ln¢l}+xiCij=ZIn[(Pxigéi)]x' (A6)

i RT

idealgas, pure — ous
eXp<Z['xi|:’ui g PR(;’,P,xg )+1nxi+1n¢i:|+xiCiJ>
| (A8)
B H ([(Pxi¢i)]Xi ) = fgaS,mix

idealgas, pure = gas
Z(xi[#,- s (T,P,x°¢ )+1nxi+ln¢i}+xiCiJ 1nH((Px¢) ) (A7)

in which H is a product over all components i, and exp denotes a natural number,
i
while f**™ does not have any meaning in view of Equation (A1), but will serve as a

definition along the empirical formulation of “hydrate fugacity”.
If we now move to hydrate, we have the following:

T, P
(1= x/heet) B 7/ HZO(RT / -y ln(1+ h.(T", P" )]

k=12 i

tdealgas pure T P —gas
+Z[le{ ( )+anf1+ln¢i}+xiHCij (A9)

RT
=(1- Z X )(Dyy o +In iy )+ Z x" In( Px$°¢, )

In which we have assumed that the chemical potential for each component in the gas
is the same in hydrate as in gas. We also recognize a new integration constant bridging
water fugacity in hydrate to the left-hand side chemical potential formulation. Rear-
ranging the right-hand side of Equation (A9) could lead to something that might be
called a hydrate fugacity. It is not even worthwhile doing the arrangement since there are
several unclear factors of integration constants and relationships for mixtures. The mes-
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sage is that there is no “hydrate fugacity” simply because fugacity is defined on a com-

ponent basis.
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