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Abstract: Artificial heart valves may expose blood to flow conditions that lead to unnaturally high
stress and damage to blood cells as well as issues with thrombosis. The purpose of this research
was to predict the trauma caused to red blood cells (RBCs), including hemolysis, from the stresses
applied to them and their exposure time as determined by analysis of simulation results for blood
flow through both a functioning and malfunctioning bileaflet artificial heart valve. The calculations
provided the spatial distribution of the Kolmogorov length scales that were used to estimate the
spatial and size distributions of the smallest turbulent flow eddies in the flow field. The number and
surface area of these eddies in the blood were utilized to predict the amount of hemolysis experienced
by RBCs. Results indicated that hemolysis levels are low while suggesting stresses at the leading
edge of the leaflet may contribute to subhemolytic damage characterized by shortened circulatory
lifetimes and reduced RBC deformability.

Keywords: prosthetic heart valve; hemolysis; computational fluid dynamics; turbulence; shear stress;
normal stress

1. Introduction

In 2016, it was estimated that over 28.1 million people in the United Sates (11.5% of the adult
population) were diagnosed with a heart disease [1]. Heart disease is currently the leading cause
of death in the U.S., responsible for about 1 in every 4 deaths [2], and is a major cause of death and
morbidity in many industrialized countries. Therapies for various heart diseases include coronary
bypass surgery and angioplasty for coronary artery disease, transplants and ventricular assist devices
(VADs) for congestive heart failure, or valve replacement for heart valve disorders.

Replacement heart valves are classified as either mechanical or bioprosthetic (made of tissue).
Continued research is still being conducted to improve replacement heart valves and optimize their
design. Bioprosthetic valves have a shorter life-span than mechanical valves, while mechanical valves
are less biocompatible and more aggressively rejected by the body [3].

For both valve types, another major concern is the unnatural flow conditions to which these
foreign objects expose the blood. Turbulent flow conditions can be generated, and the stresses
of non-physiological turbulent flow can be damaging to blood cells, particularly platelets and
erythrocytes [4,5]. In a high shear stress environment, platelets can rupture, aggregate, adhere to
surfaces and undergo activation leading to explosive growth of thrombi [6–8]. Moreover, platelets
will release pro-thrombogenic microparticles with shear [9]. Flow through valves and mechanical
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hemolysis (i.e., the release of hemoglobin from red blood cells due to stress), have been the subject
of much study for heart valve prostheses. Erythrocytes can lose hemoglobin by rupture of the cell
membrane or the temporary formation of pores in the membrane. When hemoglobin is released
into the blood stream it lowers the oxygen carrying capacity of the blood and, in levels that are too
high, can be toxic to the body. Computational fluid dynamics (CFD) studies to simulate flow through
prosthetic heart valves often cite blood damage as a motivation with little attention to predicting
hemolysis [10–13].

Damage to blood, even though mainly characterized by hemolysis, can also be subtler.
Subhemolytic trauma can result in shortened life spans for red blood cells (RBCs) in patients with
prosthetic heart valves as well as VADs [14,15]. The accelerated loss of red cells requires the individual
to produce more red cells or contributes to anemia. This problem has largely been overlooked by those
studying mechanical trauma in prosthetic heart valves.

Hemolysis and decreased RBC survival due to prosthetic heart valves has been described since the
1960’s [16]. Over time, the reported percent of patients who experience hemolysis after implantation has
decreased due to the optimization of valve types and structure [17–19]. There is still some disagreement
about the extent of hemolysis due to artificial heart valves. Incidences of hemolysis do occur due to
obstruction of a leaflet by formation of a thrombus or pannus [20,21]. Failure of a suture with the
valve pulling away from the surrounding tissue, dehiscence, is yet another problem [22] leading to
hemolysis. While clinical studies show a prevalence of subclinical hemolysis (with a low incidence of
hemolytic anemia or clinically severe hemolysis) in valve replacement patients [23–25], current in-vitro
and CFD research into hemolysis damage are still measuring and predicting damage to RBCs from
notable amounts of hemolysis caused by artificial heart valves [26–29].

In terms of predictive capabilities, Gierseipen et al. employed a power law mathematical model
(Equation (1)) to predict hemolysis in artificial heart valves based on data obtained from experiments
with a Couette viscometer [30]. The dependence of the hemolysis index HI on shear stress(τ) and
exposure time (t) can then be estimated as follows [31]:

HI = Cτατβ (1)

with α, β, and C empirical constants.
Other investigators have continued to use in-vitro experimentation to assess the amount of

hemolysis in blood due to shear stresses [32–36]. Further research led to modifications of this equation
by examining additional variables for the blood, or, used alternative computational approaches to
create new prediction models [37–42]. However, these predictions have been limited in their usefulness.

Many of the models have been largely based on data obtained from laminar flow conditions,
but blood flow through the heart is known to be turbulent [43,44]. The nature of laminar and
turbulent flow is inherently different, so it is unlikely that predictions obtained from idealized laminar
flow conditions can predict the complexity of the mixing boundary layers and shearing stresses in
turbulent flow. The complexity of turbulent flow also introduces the possibility that locally significant
extensional stresses contribute to hemolysis. Additional research has analyzed hemolysis under
turbulent conditions relative to viscous, Reynolds, and total stresses, but the question of which specific
stress(es) or even deformation(s) causes hemolysis is still open to debate [4,5,45–47].

Another approach to blood damage analysis is to use the energy dissipation and the size of
turbulent eddies to predict hemolysis. Eddies are spots of localized circulation in the fluid that can
be idealized in the shape of a sphere when they are very small. Since the structure of turbulent flow
is complex, eddies have been used to characterize the microstructure of the flow and to relate flow
structure to expected damage to RBCs [5,48–51]. The total surface area of these eddies is of major
importance, because damage to cells may well occur at the interface of eddies by both shear and
extensional stresses.

The Kolmogorov length scale (KLS) is the smallest dissipative length scale that exists in turbulent
flow, and it is used herein to represent the diameter of spherical eddies. The KLS is calculated using
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the kinematic viscosity of the fluid, v, (i.e., the ratio of dynamic viscosity over density, µ/ρ), and the
turbulent kinetic energy dissipation rate, ε, found by using CFD modeling.

KLS = (
ν3

ε
)

1
4

= (
µ3

ρ3ε
)

1
4

(2)

Previous research found that eddies with size comparable to or smaller than RBCs are the most
damaging [52], while those much larger than RBCs just shift the cells from their path in the overall
bulk flow. The present work is focused on eddies with a diameter of 10 µm or less. Two factors,
eddy intensity (i.e., size distribution) and spatial distribution, are important characteristics of the
flow. Eddy intensity corresponds to the local damage: a higher eddy intensity means there is a larger
number of smaller eddies in a region that indicate more viscous dissipation and more damage to cells.
Spatial distribution indicates the likelihood that RBCs will encounter a region of high eddy intensity.
An increased distribution of high intensity regions throughout the flow field increases the probability
that RBCs will encounter a region where they will experience damage. CFD modeling can be used to
capture the relative extent of regions likely to cause damage.

Two new equations (Equations (3) and (4)) have been proposed recently that utilize the surface
areas of eddies to predict hemolysis. In these equations, HI is the hemolysis index (% hemolysis); t is
the exposure time (in seconds); a, b, c, d and e are coefficients; and EAKLS(D1–D2) is the total surface
area of eddies with diameters ranging from D1 to D2 divided by the total volume of the region of
interest (in m−1) [53]. In Equation (3), the region of interest is composed of all eddies up to 10 µm in
diameter, while in Equation (4), it is composed of eddies up to 9 µm in diameter. These equations were
developed by empirically modeling three classical hemolysis experiments of turbulent flow utilizing a
Couette flow viscometer, a capillary tube, and a jet [54–56]. These computational experiments were
analyzed by KLS size distribution for 24 conditions and 5 orders of magnitude of exposure time to
obtain the coefficients in Equations (3) and (4) (Table 1).

HI = bt + c× EAKLS(0−4) + d× EAKLS(5−7) + e× EAKLS(8−10) (3)

HI = a + bt + c× EAKLS(0−3) + d× EAKLS(4−6) + e× EAKLS(7−9) (4)

Table 1. Coefficients for Eddy Analysis Equations (3) and (4).

Model Version a b c d e

Equation (3) - 5.57 × 10−4 2.45 × 10−5 2.67 × 10−6 1.14 × 10−6

Equation (4) 1.62 × 10−7 1.82 × 10−7 3.08 × 10−5 3.42 × 10−6 1.72 × 10−6

The objective of this research is to analyze the flow of blood through a bileaflet mechanical heart
valve using computational fluid dynamics for the purpose of assessing cell damage. Specifically,
to employ the CFD results to examine the distribution and intensity of eddies with a KLS of 10 µm or
less for both a fully open functioning heart valve and a partially closed malfunctioning valve as might
occur with a clot. As an alternative to the commonly used power law model, the hemolysis predictions
of the two proposed models will be calculated using KLS results and eddy surface areas. The hemolysis
and blood trauma predictions will be compared between the two valves at different flowrates.

2. Methods

The structure of the bileaflet heart valves in this study was based on an experimental system used
by Hutchinson et al. [57]. This specific valve was selected because of the detailed schematics available,
which allowed for a more accurate computational representation, and because of the imaging method
used to obtain the experimental measurements. Their group used particle image velocimetry (PIV),
one of the most commonly used flow imaging techniques, which has been found to have a greater
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resolution than other imaging methods like magnetic resonance imaging (MRI) and Doppler [58].
Their experimental system included an artificial heart valve modeled after the Carbomedics No. 25
aortic bileaflet mechanical heart valve. A virtual representation of Hutchinson’s bileaflet valve system
for this research was created using ANSYS Workbench DesignModeler 18.1 (see Figure 1). The structure
with axial lengths consisted of a 400 mm inlet, a 7.7 mm valve frame, a 27.8 mm sinus of varying
diameter, and a 270 mm outlet. Both the inlet and outlet regions had diameters of 26.8 mm.
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Figure 1. In silico reproduction of the valve test system. The flow is from left to right, the green area
representing the flow entrance region before the valve and the blue area representing the flow area
downstream from the valve.

In the first setup, both valve leaflets were fully open and functioning, while in the second, one
leaflet was mostly closed to represent a malfunctioning valve. The leaflets were 0.76 mm thick and
had an 18.55 mm wide straight edge at the entrance of the valve and a curved edge at the outlet.
The maximum length from edge to edge was 11.31 mm. The malfunctioning leaflet was tilted 65◦

towards the closed position to model a nearly closed leaflet. Since the functioning heart valve system
was symmetric across two planes, flow in only a quarter of the valve was simulated (Figure 2).
The malfunctioning heart valve was symmetric across the vertical plane bisecting the leaflets, so flow
for only half of the valve was examined (Figure 3). Simulating flow in only half or a quarter of the
valve decreased the number of computational mesh cells needed and markedly reduced the total
computation time.
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Flow Simulation

CFD simulations for turbulent flow were carried out with both k-ε and k-ω models for the fully
open, functioning valve. The selection of specific CFD simulation results to be used for eddy analysis
was based on comparison of the different model results with velocity profiles in the literature for this
system [59,60].

In the k-ε turbulence model, equations are applied using a finite volume solver to find the
turbulence kinetic energy (k = 1

2 u′ iu′ i) and dissipation rate of turbulent kinetic energy (ε = 2νs′ ijs′ ij)

for the mean fluctuating strain s′ ij = 1
2

(
∂u′ i
∂x′ j

+
∂u′ j
∂x′ i

)
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, S =
√

2SijSij (7)

where ui’ and uj’ are the velocity fluctuations in the i direction and j directions respectively, the overbar
indicates average, ρ is density, µ is viscosity, ν is kinematic viscosity, µt is turbulent viscosity, Gk is the
generation of turbulent kinetic energy due to the mean velocity gradients, and Sij is the mean strain
rate. Model parameters have the standard values of C2 = 1.9 and Cµ = 0.09 and the turbulent Prandtl
numbers for k and ε are σk = 1.0, σε = 1.2 [61].

In the k-ω SST method, the model transport equations are solved for turbulent kinetic energy,
k and ω with the latter defined as ω ≡ ε/k. Both k-ε and k-ω approaches use the same equation for
k while they differ when solving the second variable. Transport equations of the k-ω SST model are
as follows:

∂

∂t
(ρk) +

∂

∂xj

(
ρkUj

)
=

∂

∂xj

[(
µ +

µt

σk

)
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+ Gk −Yk (8)

∂
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∂
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)
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∂
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µ +

µt

σω

)
∂ω

∂xj

]
+ Gω −Yω + Dω (9)
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where Gω is the generation of ω, Yk and Yω are dissipation of k and ω due to turbulence, Dω is the
cross-diffusion term. The above terms can be found from:

µt =
ρk
ω

1

max
[

1
α∗ , SF2

a1ω

] , σk =
1

F1/σk,1 + (1− F1)/σk,2
, σω =

1
F1/σω,1 + (1− F1)/σω,2

(10)

α∗ = α∗∞

(
α∗0 + Ret/Rk

1 + Ret/Rk

)
, Ret = ρk/µω, Rk = 6, α∗0 = βi/3, βi = 0.072 (11)

F1 = tanh
(
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where y is the distance to the next surface and D+
ω is the positive portion of the cross-diffusion term.

Gk = −ρu′iu
′
j
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∂xj
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ω

k
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, ζ∗ = 1.5, Rβ = 8, β∗∞ = 0.09 (16)

Dω = 2(1− F1)ρ
1

ωσω,2

∂k
∂xj

∂ω

∂xj
(17)

The model constants are: σk,1 = 1.176, σω,1 = 2.0, σk,2 = 1.0, σω,2 = 1.168, a1 = 0.31, βi,1 = 0.075,
βi,2 = 0.0828, a∗ = 1, a∞ = 0.52, a0 = 1

9 , β∗∞ = 0.09, βi = 0.072, Rβ = 8, Rk = 6, Rω = 2.95, ζ∗ = 1.5,
Mt0 = 0.25, σk = 2.0, σω = 2.0.

Prior to running the flow simulation, boundary conditions were set for all of the surfaces in
the model. The inlet was treated as a mass flow inlet, the outlet as outflow (a setting used when
the conditions of the outlet are not known), the planes of symmetry as symmetry, and all other
surfaces were treated as no-slip walls. For methods, the SIMPLE pressure-velocity coupling scheme,
Green–Gauss cell based gradient, and standard pressure were used. Finally, the fluid properties of the
volumetric region were defined.

For initial literature comparisons and results, properties in the simulation were set to match the
values of the test fluid used in the Hutchinson et al. experimental system [50]: a kinematic viscosity of
1.57 × 10−6 m2/s and a density of 1796 kg/m3. Based on the density, viscosity, and diameter of the
system, the inlet velocity was set to 0.445 m/s to obtain a Reynolds number of 7600 (as was used by
Hutchinson et al.) [60]. The purpose of these runs was to develop validated computational methods
before carrying out simulations of blood flow through the valve. Results were also compared to those
of Blackmore et al., who ran computations with large eddy simulation (LES) techniques for the same
physical experiment [59]. The comments in Blackmore’s paper indicate that they trusted the detailed
velocity profile from the LES model over that from the physical experiment, because of issues with PIV,
including the scarcity and settling of flow tracking seed particles in the fluid, preventing the detection
of flow separation around the leaflets [59].

A mesh independence analysis was done using the region adaptation function in Fluent to refine
the mesh until the difference in mesh size did not produce results with significant differences. Table 2
is a presentation of a comparison between the coarse, medium, and fine mesh sizes. For the different
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mesh sizes, variables were compared along the centerline of the computational domain and along cuts
orthogonal to the centerline at various axial locations within the flow field. Examples are shown in
Figures 4 and 5, which present total pressure with axial position along the centerline and KLS values at
an orthogonal cut 405 mm downstream of the inlet, respectively. The medium mesh was selected to
conduct the computational analysis, because the distinct difference in the results between the coarse
and medium mesh is not seen between the medium and fine meshes. With fewer computational mesh
cells (meaning a decreased calculation time) in the medium mesh, the iterations converged to lower
residual levels faster without a high percentage difference from those of the fine mesh.

Table 2. Table of mesh sizes at different densities.

Mesh Cells Faces Nodes

Coarse 117,950 263,649 37,829
Medium 943,600 2,080,556 284,342

Fine 7,548,800 16,529,904 2,204,660
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Turbulence simulations require the selection of a closure model to account for the fluctuations 
in the flow. An error analysis based on the velocity profile presented by Blackmore et al. was 
conducted to determine which turbulence closure approach to use [59]. Simulations were run at both 
first and second order convergence using the k-ε turbulence model with enhanced wall functions 
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Figure 4. Grid independence analysis for pressure (using the Hutchinson et al. run settings [53] with
an inlet velocity of 0.445 m/s). The red line on the inset figure indicates the location at which the
measurements were taken, with flow from the left towards the right. Inlet gauge pressure was set to
0 Pa. Lines shown are best fits of the data.

Turbulence simulations require the selection of a closure model to account for the fluctuations in
the flow. An error analysis based on the velocity profile presented by Blackmore et al. was conducted
to determine which turbulence closure approach to use [59]. Simulations were run at both first and
second order convergence using the k-ε turbulence model with enhanced wall functions and the k-ω
SST turbulence model with curvature and low-Re corrections. The velocity profile in Blackmore et
al. was divided into four increments to create analytical polynomial equations to be used for error
analysis. The predicted values from these equations were compared to the computational values from
each turbulence model as seen in Figure 6. Error analysis showed that the k-ω SST first order model
gave the best predictions for this geometry (Table 3). The computation of the error was done as follows:
First, the velocity profile provided in Blackmore et al. was assumed to be the correct solution relative
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to which the error was calculated. This assumption was justified because the results provided by
Blackmore et al. [59] were obtained using a large eddy simulation approach that is more accurate than
Reynolds-Averaged Navier–Stokes models. Using 98 points across half of the profile (as the results
are symmetric), the data plot in [59] was split into four lines, and each line was fit to a polynomial
equation with the lowest root mean square error prior to overfitting (determined as a plateau in an
error vs. degree of polynomial plot). From these equations, literature results were calculated based
on the location of points from our Fluent model. The mean value of the absolute difference between
each point in our model results and the data interpolated from [59] was calculated, as well as the mean
square of this difference, and reported in Table 3.

Fluids 2018, 3, x FOR PEER REVIEW  8 of 19 

Blackmore et al. was divided into four increments to create analytical polynomial equations to be 
used for error analysis. The predicted values from these equations were compared to the 
computational values from each turbulence model as seen in Figure 6. Error analysis showed that 
the k-ω SST first order model gave the best predictions for this geometry (Table 3). The computation 
of the error was done as follows: First, the velocity profile provided in Blackmore et al. was assumed 
to be the correct solution relative to which the error was calculated. This assumption was justified 
because the results provided by Blackmore et al. [59] were obtained using a large eddy simulation 
approach that is more accurate than Reynolds-Averaged Navier–Stokes models. Using 98 points 
across half of the profile (as the results are symmetric), the data plot in [59] was split into four lines, 
and each line was fit to a polynomial equation with the lowest root mean square error prior to 
overfitting (determined as a plateau in an error vs. degree of polynomial plot). From these equations, 
literature results were calculated based on the location of points from our Fluent model. The mean 
value of the absolute difference between each point in our model results and the data interpolated 
from [59] was calculated, as well as the mean square of this difference, and reported in Table 3.  

 
Figure 5. Grid independence analysis for KLS at 405 mm downstream of the inlet (using the 
Hutchinson et al. run settings [53] with an inlet velocity of 0.445 m/s). The red line on the inset figure 
indicates the location at which the measurements were taken, with flow from the bottom towards the 
top. 

Figure 5. Grid independence analysis for KLS at 405 mm downstream of the inlet (using the Hutchinson
et al. run settings [53] with an inlet velocity of 0.445 m/s). The red line on the inset figure indicates the
location at which the measurements were taken, with flow from the bottom towards the top.

Table 3. Table of root mean square and mean absolute errors for turbulence models.

Error Type k-epsilon 1 k-epsilon 2 k-omega 1 k-omega 2

Mean Absolute Error 0.187 0.165 0.072 0.104
Root Mean Square Error 0.109 0.086 0.016 0.028

After selecting the appropriate mesh size and turbulence model based on agreement with
Hutchinson and Blackmore’s work, simulations of blood flow through the valve were run treating blood
as a Newtonian fluid with a viscosity of 0.002 Pa·s and a density of 1050 kg/m3 [52]. These simulations
for blood were conducted to obtain KLS distributions in the flow through the valve to use for eddy
analysis and hemolysis predictions. The flowrates in this case were set to peak systolic flow, when
turbulence is at its highest and blood is most likely to be damaged. Peak velocity of blood through
heart valves in systolic flow has been cited as anywhere from 1.0–1.8 m/s, and in some cases has been
found to be higher through artificial valves [44,62–64]. General values of 1.25 m/s and 1.5 m/s were
selected for these simulations.
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Figure 6. Comparison of time-averaged velocity profiles at x = 414 mm (using the Hutchinson et al.
and Blackmore et al. run settings [59,60] with an inlet velocity of 0.445 m/s) from various turbulence
model predictions. (k-epsilon 1 and k-epsilon 2 indicate results by applying a k-ε closure with first
order and second order convergence, respectively, while k-omega 1 and k-omega 2 indicate results by
applying a k-ω SST closure with first order and second order convergence, respectively.) The red line
on the inset figure indicates the location at which the measurements were taken, with flow from the
bottom towards the top.

For eddy analysis of blood damage, cross-sectional surfaces were created 0.5 mm apart axially
along the centerline. The surfaces were created along the length of the flow field in regions that
contained eddies of 10 µm or smaller. The KLS values were calculated on each surface by using a
user-defined equation (Equation (2)) in Fluent. Using this information, the total surface areas of all
spheres with diameters equal to a specific KLS value can be calculated in 1-unit intervals (a unit
being 1 µm) starting from the smallest diameter identified in the flow up to a diameter of 9 or 10 µm
depending on which prediction model was applied (Equations (3) and (4)). To do this, the area of a
particular KLS size range was determined on two consecutive surfaces and multiplied by the distance
between the two surfaces, yielding the volume of the fluid containing eddies of that diameter.

The number of eddies (Neddy) of each size can be found by dividing the volume within the region
made up by eddies of that specific size by the volume of one eddy (Veddy)

Neddy =
Vregion(KLS=D)

Veddy(KLS=D)
(18)

when the assumption that the eddies are spherical is made:

Veddy =
4
3

π

(
KLS

2

)3
(19)

Finally, the total surface area of eddies for each KLS value (Aeddy) was calculated by multiplying
the surface area of one eddy with that specific KLS value by the total number of eddies of that size
as follows:

Aeddy = Neddy ∗ 4π

(
KLS

2

)2
(20)
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The total surface areas for each size range were then normalized by dividing by the total volume
of the region where hemolysis may occur (i.e., the region containing eddies with a KLS of either 9 or
10 µm or less, depending on the equation). This normalization process yields EAKLS(D1–D2) and allows
for the calculation of hemolysis expected per volumetric unit. Using this basis facilitates calculations
of hemolysis values that are device-independent, allowing the comparison of damage from different
types of devices, in this case extending to heart valves.

3. Results and Discussion

Velocity characteristics of the functioning and malfunctioning valves were compared using two
different fluids. Initially, a test fluid matching the one in Hutchison’s experiments [57] was used to
develop a system for comparisons and validation. After validation of the computational method and
initial comparisons to Hutchinson’s findings, simulations were carried out with blood as the fluid.
The properties of the two fluids are shown in Table 4.

Table 4. Comparison of two fluids used for CFD modeling.

Fluid Density (kg/m3) Kinematic Viscosity (m2/s) Dynamic Viscosity (Pa·s)

Test Fluid 1796 1.57 × 10−6 -
Blood 1050 - 0.002

A comparison of the velocity profiles for the functioning and malfunctioning valves 375 mm
downstream from the inlet (25 mm upstream from the entry to the valve) is shown in Figure 7.
The shapes of the profile match for both valves, which confirms that both models reached a comparable
fully developed turbulent flow. It also means that in both cases, the flow exhibited the same velocity
profile as it approached the valve inlet, therefore any downstream difference in velocity profiles is only
caused by the difference between the leaflets and not because of changes in flow prior to that.Fluids 2018, 3, x FOR PEER REVIEW  11 of 19 
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Figure 7. Comparison of velocity profiles at x = 375 mm for the functioning and malfunctioning valves
(using the Hutchinson et al. run settings [53] with an inlet velocity of 0.445 m/s). The red lines on the
inset figures indicate the location at which the measurements were taken, with flow from the bottom
towards the top. The location r = 0 is on the centerline of the pipe and valve arrangement seen on
Figure 1.
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The velocity profiles just past the leaflet tips (at 414 mm downstream of the inlet) using the
Hutchinson et al. run settings and fluid [60] are compared for the two valves in Figure 8. This point
was chosen because it was the location of the velocity data available from Blackmore et al. [59] for
comparison. From the plot, it can be seen that the peak velocity just past the leaflets increased from
around 1.2 m/s for the functioning valve to 2.1 m/s for the malfunctioning valve. This is expected
because closing one of the leaflets (the leaflet in the negative y-axis) means more fluid is forced through
the space around the fully open leaflet, which increases the volumetric flow in that area, increasing
the velocity. The dented shape of the profile near 5 mm corresponds with flow disruption around the
slanted leaflet.
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an inlet velocity of 1.25 m/s (a) and 1.5 m/s (b). Flow direction is from left to right. 

The axial velocity contours for the malfunctioning valve with a flowrate of 1.25 and 1.5 m/s are 
shown in Figure 10. As with the functioning valve, though the scale is greater for the higher 

Figure 8. Comparison of velocity profiles at x = 414 mm for the functioning and malfunctioning valves
(using the Hutchinson et al. run settings [60] with an inlet velocity of 0.445 m/s). The red lines on the
inset figures indicate the location at which the measurements were taken, with flow direction from
the bottom towards the top of the scheme. The location r = 0 is on the centerline of the pipe and valve
arrangement seen on Figure 1.

After the initial runs using the Hutchinson settings were examined, the runs with blood at 1.25
and 1.5 m/s were conducted and analyzed. The axial velocity contours for the functioning valve with
an inlet flowrate of 1.25 and 1.5 m/s are shown in Figure 9. Though the scale of the velocity is higher
for the greater flowrate, the contours for both simulations have the same trends. Peak streamwise
velocity is seen in orange and red between and just outside of the leaflets. Backflow and circulation
can also be seen in blue along the inner edge of the leaflets and near the wall after the diameter of the
flow field expands from the heart valve channel to the sinus.
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Figure 9. Axial velocity contours on the plane of symmetry for the functioning valve with blood and
an inlet velocity of 1.25 m/s (a) and 1.5 m/s (b). Flow direction is from left to right.

The axial velocity contours for the malfunctioning valve with a flowrate of 1.25 and 1.5 m/s are
shown in Figure 10. As with the functioning valve, though the scale is greater for the higher flowrate,
the qualitative trends in the contours are very similar. Unlike the functioning valve however, the
contours are not symmetric about the centerline. There is a much larger region of high velocity flow
around the fully open leaflet, and there is a much larger area of backflow and circulations beyond the
mostly closed leaflet. For the inlet flow of 0.445 m/s, the maximum velocity observed was 2.2 m/s for
the malfunctioning valve. Smadi found a value as high as 3.6 m/s in a 2D time dependent simulation
of a malfunctioning bileaflet valve [62]. A very small region of high velocity flow occurs in the small
gap between the malfunctioning leaflet and the wall, but it does not extend nearly as far as the high
velocity region around the functioning leaflet.
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Figure 10. Velocity contours on the plane of symmetry for the malfunctioning valve with blood and an
inlet velocity of 1.25 m/s (a) and 1.5 m/s (b). Flow direction is from left to right.

Eddies with a 10 µm diameter or less are of interest for hemolysis, so the volumetric contours
of eddies of this size were plotted for the various runs. The volumetric contours of these eddies are
shown in Figures 11 and 12 for the functioning and malfunctioning heart valves respectively at both
flow rates. In these figures, it can be seen that the eddies of 10 µm diameter or less are concentrated
near the leading edge of the leaflets or near the wall where the pipe decreases in diameter (at the
intersection of the inlet and the valve and the intersection of the aortic sinus and the outlet). For both
the normal and malfunctioning valves, an increase in the inlet flowrate correlated to an increase in the
volume of space taken up by the eddies of interest.
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and an inlet velocity of 1.25 m/s (a) and 1.5 m/s (b) (Note: The view is the inner portion of the valve,
so the direction of the model appears reversed and flow is from right to left.).

Eddies also continue much farther along the length of the flow field for the malfunctioning valve
compared to the functioning valve (50 mm from the beginning of the valve for the 1.25 m/s inlet
flowrate and 75 mm for the 1.5 m/s flowrate) and concentrate along the wall. This shows that the
distribution of damaging eddies is much greater in a malfunctioning valve when compared to a
functioning valve with the same inlet velocity.

Use of the experimental details available in Hutchinson’s study for the purpose of CFD validation
meant limitations in this research. The geometry of his system only provides a simplified representation
of the anatomy before and after the valve. Also, the elastic properties of the tissue have not been taken
into account nor the effects of the full cardiac cycle on flow and valve dynamics. Still, the results show
that smaller KLS values can be found around the valve leaflets and near the contractions.

The distribution of eddies (by both area and frequency) with a KLS of 10 µm or less were calculated
for all of the runs with blood. Results for these distributions are shown in Figures 13 and 14. With an
increase in the flowrate, for both the functioning and malfunctioning valves, there was a shift to smaller
eddy sizes and an increase in the percent of the smallest eddies. This is expected as an increase in
velocity increases the Reynolds number and turbulence of the flow, which increases the dissipation of
energy and leads to decreased KLS values. The total number and surface area of eddies of each size
also increased with an increase in velocity.
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In all cases, the largest percent of eddies, both by area and frequency, were the eddies in the
range of 10 µm. When comparing the two valves at the same flowrate, the malfunctioning valve had
a greater proportion of eddies of smaller sizes than the functioning valve. Moreover, the absolute
number of eddies of all sizes was greater for the malfunctioning valve, meaning the total area occupied
with eddies was also greater. Finally, the spatial distribution of eddies, or the total volume over which
hemolysis occurs, was also greater for the malfunctioning valve (see Figures 11 and 12).

The hemolysis predictions based on the normalized surface areas of eddies were calculated using
Equations (3) and (4) (Table 5). The results shown are the hemolysis indices per cubic meter (m3) based
on the regions of hemolysis (regions having eddies with a diameter of 10 µm or less for Equation (3)
and 9 µm or less for Equation (4)). In all cases at the same flowrate, the malfunctioning valve had
a higher expected hemolysis. In most cases, a higher flowrate also correlated to a higher expected
hemolysis. This did not hold true for Equation (3) for the malfunctioning valve.

Table 5. Normalized hemolysis predictions per m3 for the eddy size distribution alone.

Model Version
Functioning Valve Malfunctioning Valve

1.25 m/s 1.5 m/s 1.25 m/s 1.5 m/s

Equation (3) 0.675% 0.716% 0.833% 0.818%
Equation (4) 1.097% 1.135% 1.273% 1.314%
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This is because for a flowrate of 1.5 m/s there were a lot more eddies in the malfunctioning
valve system with an 8–10 µm diameter that took up a much larger volume down the length of the
valve. When normalized, this would give a smaller hemolysis per m3 when compared to the system
with a 1.25 m/s flowrate, which had a smaller volume to normalize all of the surface areas. In other
words, at any point within the region of fluid that hemolysis is expected (i.e., within the region of fluid
containing eddies of KLS equal to 9/10 µm or less), the hemolysis index on average would be lower
than the index of the lower flowrate system because the higher flowrate system had a much greater
percentage of eddies of a larger size (or low intensity). This result serves to illustrate that hemolysis
depends on both eddy intensity and the extent of the regions in the device where hemolysis occurs.

To compare the total hemolysis expected in each case, the normalized hemolysis must be
multiplied by the region containing hemolysis, or volume of space taken up by eddies of 9 or 10 µm
depending on the equation. These results are shown in Table 6. In all cases, a higher flowrate correlated
with a higher total hemolysis index prediction. At the same flowrate, the malfunctioning valve always
had a higher predicted total hemolysis index than the functioning valve. We need to point out here
that the model equations, when compared to experiments in the Ozturk et al. work [53], yielded a
coefficient of determination R2 between 0.77 and 0.87.

Table 6. Hemolysis predictions within the total volume occupied by small eddies.

Model Version
Functioning Valve Malfunctioning Valve

1.25 m/s 1.5 m/s 1.25 m/s 1.5 m/s

Equation (3) 8.806 × 10−9% 2.402 × 10−8% 1.995 × 10−7% 6.615 × 10−7%
Equation (4) 4.496 × 10−9% 1.867 × 10−8% 1.405 × 10−7% 4.264 × 10−7%

These levels of hemolysis are quite small even before accounting for dilution by total blood
volume. In fact, hemolysis is now considered to be a minor clinical problem insofar as the valve design
is considered. Hemolysis problems are commonly related to issues other than flow through the valve
or valve design. Most often, incidences of high hemolysis are due to paravalvular leakage rather than
damaging flow conditions created by the heart valve itself [61,65,66].

With hemolysis less of an issue, the value of computational analysis for heart valves and damage to
erythrocytes is brought into question. In fact, problems remain. Further improvement in valve design is
needed to address the shortened circulatory life of red blood cells from sublethal trauma. Eddy analysis
shows some promise in this regard as the results in Figure 11 suggest modification of the leading edge
of the valve leaflet to eliminate smaller eddies that appear there might be fruitful. The challenge in
addressing sublethal damage to the erythrocyte has been finding a suitable marker quantifying the
magnitude of the effect [57]. With a suitable marker, equations analogous to Equations (3) and (4)
might be obtained for sublethal injury from turbulent flow. We expect larger eddies would need to be
considered in that case and new empirical coefficients determined.

4. Summary and Conclusions

In this work a CFD-based, three-dimensional model of a bileaflet artificial heart valve was created
in both a functioning and malfunctioning position. The results of simulations were compared with
literature [57,59,60] to evaluate the accuracy of the various computational methods. Velocity profiles
and contours were also compared between the two valves. Additionally, analysis was done on eddy
intensity and distribution throughout the flow field, and the percent distribution of eddy sizes by
both number of eddies and total surface area of eddies were compared between the valves at multiple
flowrates. Finally, predictions of hemolysis were made using a recently developed empirical model that
accounts for turbulent kinetic energy dissipation (Equations (3) and (4)). The main conclusions were:
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1. The CFD model of the functioning valve gave good agreement with velocity data from literature
using a medium mesh density and first order k-ω SST turbulence model with curvature and
low-Re corrections. This validates the results of the heart valve simulations and gives confidence
to other results obtained.

2. Simulations within the malfunctioning valve indicated a larger number of small eddies formed
on the side of the valve and sinus near the fully open, functioning leaflet, when compared to the
nearly closed, malfunctioning leaflet. Again, this is due to a larger amount of fluid flow in this
region, creating more areas of turbulence and higher turbulent dissipation rates.

3. Results showed that an increased flowrate corresponds with an increase in eddy intensity because
of the increase in the number and areas of eddies of smaller sizes. It was also found that at
the same flowrate, when compared to the functioning valve, the malfunctioning valve showed
increased eddy intensity and eddies farther down the flow field. This means that an increase in
flowrate or a malfunction in the valve can increase both eddy intensity and distribution, resulting
in greater hemolysis.

4. The hemolysis predictions were lower than others in the literature [26,27] and support the
view that current artificial heart valves do not cause a significant amount of hemolysis when
functioning properly. Adapting the method to subhemolytic injury to cells could provide further
improvement in the design of valve prostheses.

The lack of hemolytic damage points to subhemolytic and sublethal damage now being of
greater concern than actual hemolysis for further valve improvement. Hemolysis and the prediction
equations can still be used as a comparative measure to determine which heart valves, flowrates, and
malfunction types could be more damaging to the red blood cells. While these predictions support
relative damage results, more in-vitro work will be necessary to employ eddy analysis effectively for
subhemolytic damage.
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