
Supplemental Formulas S1: Repeated Measures Models, AIC, and ICC 

Repeated Measures Models 

Assume that there are 𝑁 subjects involved in the 𝐽 weeks project, and within each week each individual 

attends 𝐾 sessions. Let yijk, bi and weekj denote the continuous BP response, subject effect and week 

effect respectively from the 𝑖th subject in the 𝑗th week and 𝑘th session for 𝑖 = 1,⋯ ,𝑁, 𝑗 = 1,⋯ , 𝐽 and 𝑘 =

1,⋯ ,𝐾. In addition, let SBPBASEijk and DBPBASEijk denote the SBP and DBP values at the beginning of 

the 𝑗th week and 𝑘th session for the 𝑖th subject with 𝛽1 and 𝛽2 being the corresponding coefficients. Four 

different models are applied under different settings 

RMANOVA 

yijk = bi +weekj + eijk, 

bi ∼ N(0, σb
2), 

eijk ∼ N(0, σe
2), 

where 𝑦𝑖𝑗𝑘 is a continuous variable which takes the lower value of SBP relative change and DBP relative 

change and 𝑒𝑖𝑗𝑘 is the experimental error for 𝑖 = 1,⋯ ,𝑁, 𝑗 = 1,⋯ , 𝐽 and 𝑘 = 1,⋯ ,𝐾.  

RMANCOVA 

yijk = β1 × SBPBASEijk + β2 × DBPBASEijk + bi +weekj + eijk, 

bi ∼ N(0, σb
2), 

eijk ∼ N(0, σe
2), 

where all terms are defined in RMANOVA. 

GRMANOVA 

logit(pijk) = log(pijk/(1 − pijk)) = bi +weekj, 

yijk ∼ Bernoulli(pijk), 

bi ∼ N(0, σ2 ), 

where 𝑦𝑖𝑗𝑘 is the binary PEH response which takes value 1 when subject 𝑖 experiences a decrease in either 

SBP or DBP in the 𝑗th week and 𝑘th session, and 0 otherwise for 𝑖 = 1,⋯ ,𝑁, 𝑗 = 1,⋯ , 𝐽 and 𝑘 = 1,⋯ ,𝐾.  

GRMANCOVA 

logit(pijk) = β1 × SBPBASEijk + β2 × DBPBASEijk + bi +weekj, 

yijk ∼ Bernoulli(pijk), 

bi ∼ N(0, σ2 ), 

where 𝑦𝑖𝑗𝑘 and 𝛽0 are defined in GRMANOVA. 

AIC 

AIC assessed the goodness-of-fit of models and serves as one of the major tools when performing model 

selection. The formula of AIC is given by Akaike (2), 



AIC=-2 log-maximum likelihood + 2p 

where p is the number of model parameters. Model with smaller AIC is preferred. 

ICC 

For the continuous BP response, ICC is a commonly used measurement to quantify the strength of how 

two observations are related within the same group, which can be expressed as 

ICC =
σb
2

σb
2 + σe

2
, 

where all terms are defined in the Repeated Measures Models part. 

In terms of binary PEH response, there are various methods proposed to calculate ICC. Inspired by 

Dimitrov (1), we developed a new method to compute ICC for a binary response. 

For a single observation, given 𝛼𝑖, we have 

𝜇𝑗(𝛼𝑖) = 𝜏𝑗(𝛼𝑖) + 𝑒𝑗(𝛼𝑖), 

where 𝜇𝑗(𝛼) is the binary score and 𝜏𝑗(𝛼𝑖) represents the true score for the 𝑗th week, and 𝑒𝑗(𝛼𝑖) denotes 

the random error. Thus, we have 

𝜎2(𝑒𝑗(𝛼𝑖)) = 𝜎2(𝜇𝑗(𝛼𝑖)) = 𝑝𝑗(𝛼𝑖)(1 − 𝑝𝑗(𝛼𝑖)) 

Let 𝐱𝐢𝐣𝐤 = (𝑆𝐵𝑃𝐵𝐴𝑆𝐸𝑖𝑗𝑘 , 𝐷𝐵𝑃𝐵𝐴𝑆𝐸𝑖𝑗𝑘)′ and 𝛽 = (𝛽1, 𝛽2)′. Furthermore, 𝐱𝐣 = {𝐱𝐢𝐥𝐤}𝑙=𝑗. Assume that 

𝐱𝐣 ∼ 𝑓(𝐱), 

then 𝑝𝑗(𝛼𝑖) can be estimated with the following marginal probability density function: 

𝑝𝑗(𝛼𝑖) = ∫
𝑒𝑥𝑝(𝐱𝐣′𝛃 + 𝛼𝑖 +weekj)

1 + 𝑒𝑥𝑝(𝐱𝐣′𝛃 + 𝛼𝑖 +weekj)𝐱

𝑓(𝐱)d𝐱. 

Let 𝑛𝑗 denote the number of observations, and (𝑛𝑗1, ⋯ , 𝑛𝑗𝑙𝑗) denote frequency of (𝑤𝑗1, ⋯ , 𝑤𝑗𝑙𝑗
), which is the 

set of distinct values of 𝐱𝐢𝐣𝐤 for the 𝑗th week, where 𝑙𝑗 is the length of the set such that ∑ 𝑛𝑗𝑚
𝑙𝑗
𝑚=1 = 𝑛𝑗. 

Therefore, the empirical evaluation of 𝑝𝑗(𝛼𝑖) is 

𝑝𝑗
∗(𝛼𝑖) = ∑

𝑛𝑗𝑚

𝑛𝑗

𝑙𝑗

𝑚=1

𝑒𝑥𝑝(𝐰𝐣𝐦′𝛃 + 𝛼𝑖 +week𝑗)

1 + 𝑒𝑥𝑝(𝐰𝐣𝐦′𝛃 + 𝛼𝑖 +week𝑗)
. 

Variance for week 𝑗 has the expression form as 

𝜎2(𝑒𝑗) = ∫ 𝑝𝑗
∗

∞

−∞

(𝛼)(1 − 𝑝𝑗
∗(𝛼))𝑔(𝛼)d𝛼, 

where 𝑔(𝛼) is the probability density function of 𝛼𝑖. 

Hence, assuming independence of the random errors, we have 

𝜎𝑒
2 =∑𝜎2

𝐽

𝑗=1

(𝑒𝑗). 



Let �̇� = ∑ 𝑝𝑗
∗𝐽

𝑗=1 , 𝜎𝜏
2 has the following expression (3), 

σb
2 = ∫ �̇�2

∞

−∞

𝑔(𝛼)d𝛼 − [∫ �̇�
∞

−∞

𝑔(𝛼)d𝛼]2. 

Finally, the ICC for a binary response model can be estimated by 

ICC =
σb
2

σb
2 + σe

2
. 
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