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Abstract: There are multiple technological ways to identify humans and verify claimed identities.
The dataset presented herein facilitates work on hard and soft biometric human identification and
identity verification. It is comprised of full-body images of multiple fully clothed males from a
constrained age range. The images have been taken from multiple perspectives with varied lighting
brightness and temperature.

Dataset: http://dx.doi.org/10.17632/t2y7cm69m6.1

Dataset License: CC-BY
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1. Summary

A variety of techniques exist for visually detecting humans and identifying particular individuals.
Facial recognition [1–4], gait analysis [5–8] and body shape-based recognition [9–11] techniques have
all been proposed, as have techniques that combine shape silhouettes and gait [12,13], and facial
recognition and gait [14–17]. The use of techniques to detect gender [18–20], age [19] and other
characteristics from visual data has also been demonstrated. Multi-factor authentication systems can
make use of the identification of individuals or characteristics as an additional check that a prospective
system user is who he or she claims to be, in addition to prospective uses of similar systems in medical,
retail, clothing recommendation and numerous other application areas.

This dataset:

• Facilitates the testing of human body identification and verification algorithms and the comparison
of performance between such algorithms.

• Provides data to analyze algorithm performance under different lighting brightness conditions
and temperatures, in addition to subject perspective.

• Includes images from all perspectives under all experimental lighting conditions, allowing training
under one lighting condition and testing under another.

• Was collected in a controlled environment with a white backdrop.
• Is of subjects that are all male and of similar ages; many have a similar build. This facilitates

testing of the algorithm’s ability to identify individuals from other similar individuals

2. Data Description

This article describes a dataset that can be used to evaluate the performance of human
identification and classification systems. The data collected are of multiple subjects and have been
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collected from different perspectives, relative to the subject, and under different lighting conditions
including multiple levels of light brightness and temperature. The subjects are males between 18 and
26 years old. Multiple subjects have similar skin tones and build, to facilitate testing the systems ability
to identify similar-looking individuals.

The data are provided as JPEG files. These files can be opened and processed by numerous
common image viewing, editing and processing software programs. These JPEG files contain the
original metadata included by the camera.

3. Methods

This section discusses the methods used to collect the data. First, the equipment used will be
described, along with a description of how it was used during the collection of the data. Then, a
description of the experimental setup is provided. Finally, the experimental procedures are detailed.

3.1. Equipment

The equipment used consisted of a camera and multiple LED lights. A Canon T5i with its stock
lens was used to take the images in this dataset. The camera was set to aperture priority mode, with
an ISO of 800 max, an FSTOP of 4, AI focus, auto white balance, flash off, portrait mode and shot at a
resolution of 3456 × 5184 pixels. The photos were saved in JPEG format.

The subjects were photographed in front of a white photographic backdrop that was six feet wide
and nine feet tall. Six Neewer LED500LRC lights and light stands were used to illuminate the subject
and the background. Four of the lights were used for backdrop illumination and two were used to
light the subject. A Tekpower lumen reader was used to record lumen levels.

3.2. Setup

The backdrop was positioned to extend under and beyond the feet of the subject. This prevented
the floor from being visible in the image and a floor-backdrop seam from showing. Instead, a consistent
white background was present throughout the images.

A light (lower left light) was placed to the left of the backdrop and lowered as far as the stand
allowed. A second light (upper left light) was also placed to the left of the backdrop and was raised
to the highest level that the stand allowed. A light (lower right light) was placed to the right of the
backdrop and lowered as far as the stand allowed. A second light (upper right light) was also placed to
the right of the backdrop and raised to the highest level that the stand allowed. The camera was placed
centrally and positioned vertically at the subject’s waist level. A light (subject light) was placed next to
the camera at the height of the camera. Finally, a light was placed directly in front of the camera and
was lowered as far as the stand allowed. The coordinate positions of all of the equipment, in inches,
are listed in Table 1. All measurements are from the left corner of the room, as shown in Figure 1.
Figure 2 depicts the approximate positions of the equipment from overhead and the orientation of the
coordinate system. Note that it is not drawn to scale.

Table 1. Equipment positions.

Item Position (x, y) in Inches Position (x, y) in Meters

Backdrop stands 10, 48 and 10, 122 0.25, 1.22 and 0.25, 3.09
Lower left light 30, 41 0.76, 1.0
Upper left light 30, 33 0.76, 0.84

Lower right light 27, 132 0.69, 3.35
Upper right light 30, 141 0.76, 3.58

Camera 109, 87 2.77, 2.21
Subject light 103, 75 2.62, 1.91

Lower subject light 88, 87 2.24, 2.21



Data 2019, 4, 3 3 of 6

Data 2018, 3, x FOR PEER REVIEW  3 of 7 

 

Table 1. Equipment positions. 

Item Position (x, y) in inches Position (x, y) in meters 
Backdrop stands 10, 48 and 10, 122 0.25, 1.22 and 0.25, 3.09 
Lower left light 30, 41 0.76, 1.0 
Upper left light 30, 33 0.76, 0.84 

Lower right light 27, 132 0.69, 3.35 
Upper right light 30, 141 0.76, 3.58 

Camera 109, 87 2.77, 2.21 
Subject light 103, 75 2.62, 1.91 

Lower subject light 88, 87 2.24, 2.21 

 
Figure 1. Experimental setup. Figure 1. Experimental setup.Data 2018, 3, x FOR PEER REVIEW  4 of 7 

 

 

Y

X

Backdrop

Backdrop
Stand

Backdrop
Stand

Lights on
Stands

Lights on
Stands

Lights on Stands

Camera

Subject
99 in

74 in

 
Figure 2. Equipment positions (coordinate positions are presented in Table 1). 

3.3. Experimental Procedures 

Images were taken of fully clothed males aged between 18 and 26. The subjects varied in height 
and build. They were differently attired and some were wearing jackets. Some also had beards. A 
number had similar build types and skin tone levels. Each subject was asked to face and look straight 
ahead (in each orientation), with their arms at their sides. They were also asked to empty their pockets 
and take their shoes off. 

The subjects were instructed to stand in each of the five positions while multiple images were 
taken. They faced to the left, half-way between left and forward facing, forward, half-way between 
right and forward facing and to the right. For each position, five images were taken under multiple 
brightness and temperature levels. Thus, a total of 25 images were taken for each subject. Figure 3 
depicts an individual in each of the positions with each of the lighting configurations used. 

The images were taken with the following lighting parameters: A color temperature of 5600 K 
at 100% brightness, 3300 K at 100% brightness, 4400 K at 25% brightness, 4400 K at 60% brightness 
and 4400 K at 100% brightness. The level of lumens produced at each of these settings is listed in 
Table 2. 

Table 2. Lumen production by temperature and brightness setting. 

Lighting Configuration: Temperature, Brightness Lumen Production 
5600 K, 100% 620 
3300 K, 100% 545 
4400 K, 25% 326 
4400 K, 60% 570 
4400 K, 100% 865 

Figure 2. Equipment positions (coordinate positions are presented in Table 1).

3.3. Experimental Procedures

Images were taken of fully clothed males aged between 18 and 26. The subjects varied in height
and build. They were differently attired and some were wearing jackets. Some also had beards.
A number had similar build types and skin tone levels. Each subject was asked to face and look
straight ahead (in each orientation), with their arms at their sides. They were also asked to empty their
pockets and take their shoes off.
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The subjects were instructed to stand in each of the five positions while multiple images were
taken. They faced to the left, half-way between left and forward facing, forward, half-way between
right and forward facing and to the right. For each position, five images were taken under multiple
brightness and temperature levels. Thus, a total of 25 images were taken for each subject. Figure 3
depicts an individual in each of the positions with each of the lighting configurations used.

The images were taken with the following lighting parameters: A color temperature of 5600 K at
100% brightness, 3300 K at 100% brightness, 4400 K at 25% brightness, 4400 K at 60% brightness and
4400 K at 100% brightness. The level of lumens produced at each of these settings is listed in Table 2.

Table 2. Lumen production by temperature and brightness setting.

Lighting Configuration: Temperature, Brightness Lumen Production

5600 K, 100% 620
3300 K, 100% 545
4400 K, 25% 326
4400 K, 60% 570
4400 K, 100% 865
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Figure 3. Depicts subject in each position with varied lighting brightnesses and temperatures. Top left 
image: Left facing, 5600 K, 100%. Top middle image: Left-center facing, 3300 K, 100%. Top right image: 
Center facing, 4400 K, 25%. Bottom left image: Right-center facing, 4400 K, 60%. Bottom right image: 
Right facing, 4400 K, 100%. 
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Figure 3. Depicts subject in each position with varied lighting brightnesses and temperatures. Top left
image: Left facing, 5600 K, 100%. Top middle image: Left-center facing, 3300 K, 100%. Top right image:
Center facing, 4400 K, 25%. Bottom left image: Right-center facing, 4400 K, 60%. Bottom right image:
Right facing, 4400 K, 100%.
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