
beverages

Article

Geographical Classification of Tannat Wines Based on
Support Vector Machines and Feature Selection

Nattane Luíza Costa 1, Laura Andrea García Llobodanin 2, Inar Alves Castro 2

and Rommel Barbosa 1,*
1 Institute of Informatics, Federal University of Goiás, 74690-900 Goiânia-Go, Brazil;

nattaneluiza@hotmail.com
2 LADAF—Laboratory of Functional Foods, Department of Food and Experimental Nutrition,

Faculty of Pharmaceutical Sciences, University of São Paulo, Av. Lineu Prestes 580, B14,
05508-900 São Paulo, Brazil; laugar18@hotmail.com (L.A.G.L.); inar@usp.br (I.A.C.)

* Correspondence: rommel@inf.ufg.br; Tel.: +55-(62)-3521-1181; Fax: +55-(62)-3521-1182

Received: 30 September 2018; Accepted: 27 November 2018; Published: 30 November 2018 ����������
�������

Abstract: Geographical product recognition has become an issue for researchers and food industries.
One way to obtain useful information about the fingerprint of wines is by examining that fingerprint’s
chemical components. In this paper, we present a data mining and predictive analysis to classify
Brazilian and Uruguayan Tannat wines from the South region using the support vector machine (SVM)
classification algorithm with the radial basis kernel function and the F-score feature selection method.
A total of 37 Tannat wines differing in geographical origin (9 Brazilian samples and 28 Uruguayan
samples) were analyzed. We concluded that given the use of at least one anthocyanin (peon-3-glu)
and the radical scavenging activity (DPPH), the Tannat wines can be classified with 94.64% accuracy
and 0.90 Matthew’s correlation coefficient (MCC). Furthermore, the combination of SVM and feature
selection proved useful for determining the main chemical parameters that discriminate with regard
to the origin of Tannat wines and classifying them with a high degree of accuracy. Additionally, to our
knowledge, this is the first study to classify the Tannat wine variety in the context of two countries in
South America.
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1. Introduction

The contemporary global wine industry is inherently geographical, with the origins of the grapes
being a main factor in the eminence of this particular beverage [1]. Additionally, customers are
interested in finding high-quality wines that specify their geographical region [2]. In this regard,
performing a fingerprinting approach to characterize wines and to classify their characteristics
according to their production regions is a necessity. Tests to confirm the origin of a specific wine are
necessary, because wine production and trade have always been associated with high costs [3]. Based
on this background, detailed and continuous controls are essential for maintaining the quality of wine
and for identifying possible cases of fraud with respect to their geographical origin [4].

Latin-American viticulture belong to the New World of wine, both in terms of productivity and
levels of consumption [5]. Since the middle of the 19th century, Tannat has been the main variety of
red wines cultivated in Uruguay [6]. This variety is adaptable to the ecological conditions of Uruguay,
producing exceptional wines, highlighted by its originality [7]. In Brazil, a country new to wine
production, Tannat is one of the six most cultivated varieties (along with Cabernet Franc, Cabernet
Sauvignon, Merlot, Pinotage, Pinot Noir). Wine production has a significant economic and social
impact on the southern region of Brazil, which represents 90% of wine production in that nation [8].
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Unsupervised techniques, such as principal component analysis and cluster analysis, have
commonly been employed to differentiate wines [9–13]. However, unsupervised pattern recognition
methods must not be confused with classification methods. In some cases, these techniques allow for
the identification and visualization of certain patterns, while in other cases, they may be insufficient
for finding patterns between food profiles and physicochemical attributes, due to the multitude of
compounds and physical attributes that are present in food products [14,15].

Other studies have used unsupervised techniques prior to using supervised techniques, such as
linear discriminant analysis, partial least squares-discriminant analysis, and decision trees to classify
wine samples [8,16–18]. In addition, other advanced techniques available through current data mining
methodology have been successfully used to classify wines and other food products according to their
geographical origin and variety, such as support vector machines (SVM) [19]. In addition, SVM is a
suitable classifier for balanced datasets [20].

The SVM classification algorithm has been demonstrated to be useful for wine classification.
For example, a total of 44 Polish white and red wine samples from different parts of Poland were
classified [21]. The authors used principal component analysis (PCA) as an exploratory analysis and
support vector machine method, with a radial basis function (RBF), to classify the data according to
grape variety, geographic region, sugar content, alcohol content, type of yeast used, post-fermentation
treatment, and the temperature in the fermentation process. The main results of this study of the
classification of white and red wines, according to the variety of grapes used for production, showed
98.7 and 98.2% accuracy, respectively. SVM with an RBF kernel was compared to the partial least
squares discrimination analysis (PLS-DA) to classify 1188 wine samples from South Africa, Hungary,
Romania, and the Czech Republic [22]. Results showed that the SVM models, using 25 variables,
have proven to be more efficient than the PLS-DA, with an accuracy of at least 95%. Another study
compared SVM and PLS-DA in order to classify seventy-nine wine vinegar samples from three Spanish
regions. The samples were classified according to their origin and their categories (aged and sweet),
and the SVM classification models demonstrated a higher ability of prediction (between 92% and
100% correctly classified samples) than for the PLS-DA models [23].

A group of sixty-four samples of white wine belonging to four different Spanish DO (wine with
designation of origin) were classified, based on SVM and linear discriminant analysis (LDA) [24].
The authors achieved an accuracy of 100% with the SVM model when using five selected variables,
according to the Kruskal–Wallis test, the PCA, and the backward stepwise LDA. A previous
study carried out by our group classified the geographical origin of Cabernet Sauvignon wines
from Brazil and Chile with the use of SVM with an RBF kernel and correlation-based feature
selection [25]. The results showed a good classification rate of 89% when using the 20 original elements,
and an accuracy of 83% when using only five elements (L *, DPPH (2,2-diphenyl-1-picrylhydrazyl),
delph-3-acetylglu, peon-3-(coum)glu, and pet-3-acetylglu). Another recent paper classified South
America wines using SVM and other classifiers [26]. This study classified wines from Argentina,
Chile, Brazil, and Uruguay based on their mineral content. The authors proposed a new feature
selection method and had used SVM, LDA, neural networks, and Naïve Bayses, outperforming the
other classifiers in all features, including the best feature, subset SVM.

The aim of this paper is to classify Tannat wines from the southern regions of Brazil and Uruguay,
using data mining techniques. The contributions of this paper can be summarized as follows: 1)
Analysis of the same wine variety from two different countries; 2) the possibility of irrelevant and
redundant features of the wines′ chemical parameters, as associated with their functionality, designed
as antioxidant activity (DPPH and ORAC), total polyphenols (TP), total anthocyanins (TA) and color,
is taken into consideration to select an optimal subset of features for classification; and 3) the use of
data mining techniques to classify wines.
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2. Materials and Methods

2.1. Wine Samples

Tannat wine samples were obtained from local markets and wine distributers in the city of
São Paulo (Brazil). All the wines are monovarietal (at least 75% of Tannat variety), from 2009 and
2010 vintages, bottled in 750 mL bottles, and with retail prices between 1–50 United States dollars
(USD). Samples were distributed as follows: Uruguay (n = 28) and Brazil (n = 9).

2.2. Chemical Compounds Determination

The variables analyzed for each wine were: Color by CIELAB (L *, a *, b *), total polyphenols
(TPI), total anthocyanins (TA), antioxidant activity by oxygen radical absorbance capacity (ORAC) and
free radical scavenging activity (DPPH), and individual anthocyanins (cyan-3-glu, delph-3-acetylglu,
delph-3-glu, malv-3-(coum)glu, malv-3-acetylglu, malv-3-glu, peon-3-(coum)glu, peon-3-acetylglu,
peon-3-glu, pet-3-(coum)glu, pet-3-acetylglu, pet-3-glu, and vitisin A).

2.3. Color Determination

The analysis of color was performed by measuring the transmittance in a ColorQuest XE
colorimeter (Hunter Associates Laboratory, Inc., Reston, VA, USA) using the CIE 1964 standard
observer (10◦ visual field) and the CIE standard illuminant D65 as references. The software EasyMatch
QC (Hunter Associates Laboratory, Inc., Reston, VA, USA) was used to determine the three CIELAB
coordinates: a * (red-green; +a *, −a *), b * (yellow-blue; +b *, −b *), and lightness L * (white-black,
0–100). The analyses were performed in triplicate.

2.4. Total Polyphenols

Total polyphenols (TPI) were determined using the Folin–Ciocalteu colorimetric method [27].
This method was adapted for measurement with a microplate reader, employing a standard curve of
gallic acid (ranging from 0 to 100 mg/L). The results are expressed as mg gallic acid equivalents per
liter (mg GAE/L). The analyses were performed in triplicate.

2.5. Total Monomeric Anthocyanins

Total anthocyanins (TA) were quantified, as described by Fuleki and Francis [28] with some
modifications, using Equation (1):

TA =
[(A510− A700)pH 1.0− (A510− A700)pH 4.5]×MV × DF× 103

ε
(1)

in which A510 and A700 are the absorbance at 510 and 700 nm, respectively, MW is the molecular
weight of cyanidin-3-glucoside (449.2), DF is the dilution factor (10), and ε represents the molar
absorptive of cyanidin-3-glucoside (26,900). The results are expressed as mg of cyanidin-3-glucoside
per liter (mg cyanidin-3-glu/L). The experiments were performed in duplicate.

2.6. Individual Anthocyanins

2.6.1. HPLC–DAD

Individual anthocyanins were determined by HPLC, using the method described by Boido et al. [29]
with some modifications. The identification of the anthocyanins was performed by comparing the
retention time for each peak with available standards and values obtained from the literature. Analyses
by HPLC–MS were performed to confirm these results, as described below. The individual anthocyanins
were quantified using calibration curves of malvidin-3-glucoside (0.1–7.0 mg/L and 7.1–200 mg/L)
and the areas obtained in the high-performance liquid chromatography with a diode-array detector
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(HPLC-DAD) analysis. The results are expressed as milligrams of malvidin-3-glucoside per liter (mg
malvidin-3-glu/L). The analyses were performed in duplicate.

2.6.2. HPLC–DAD–MS

A Shimadzu Prominence SPD-M20A liquid chromatograph (Shimadzu Co., Kyoto, Japan) that was
connected via a UV cell outlet to a Bruker Esquire HCT ion trap mass spectrometer (BrukerDaltonics
Inc., Billerica, MA, USA) was used for the analysis. The HPLC–DAD conditions were identical to those
described in the previous section. The MS contained an electrospray ionization interface (ESI) and
used nitrogen as the drying gas at a flow rate of 6.0 L/min. The pressure of the nebulizer was set at
25.0 psi. The capillary temperature was 280 ◦C. Spectra were recorded in a positive ion mode between
m/z 50 and 1100. The mass spectrometer was programmed to perform a series of three consecutive
scans: A full mass scan, an MS2 scan of the most abundant ions in the full mass scan, and an MS3
scan of the most abundant ions in the MS2 scan. The obtained data were analyzed using the Bruker
Compass DataAnalysis 4.0 software (BrukerDaltonik GmbH, Bremen, Germany).

2.7. Antioxidant Activity

The in vitro antioxidant activity of the wines was determined using two methods: Measuring the
free radical scavenging capacity (DPPH) and the oxygen radical absorbance capacity (ORAC).

2.7.1. Free Radical Scavenging Capacity (DPPH)

The method described by Arnous et al. [30] was used with some modifications. The antiradical
activity (AAR) of each sample, expressed in millimolarTrolox equivalents (mM TRE), was calculated
using Equation (2):

AAR = 0.872× In(%∆A515)− 2.922, (2)

where In(%∆A515) = [(A515,control−A515,t=150)]
A515,control × 100.

The absorbance was read at 515 nm using a UVmini-1240 UV-VIS spectrophotometer (Shimadzu
Corporation, Kyoto, Japan). The equation was determined by linear regression (r2 = 0.992) after the
plotting of known Trolox solutions (0.25–1.50 mM) against concentration. The analyses were performed
in duplicate.

2.7.2. Oxygen Radical Absorbance Capacity (ORAC)

The ORAC assay was performed according to the method described by Huang et al. [31] with
slight modifications. A calibration curve was prepared using known Trolox solutions (6.25–100 µM).
The results are expressed as micromolar Trolox equivalents (µM TRE). Each sample was analyzed
in quadruplicate.

2.8. Data Mining

Data mining is the process of automatic discovery of useful information in a database using a
series of steps that can be carried out to discern these patterns [32]. These steps can be summarized
as data cleaning (to remove noise and inconsistent data); data selection (whereby data relevant to
the analysis are selected from the database); data transformation (whereby data are transformed
by performing summary or aggregation operations; feature selection; or feature extraction); data
mining (whereby machine learning algorithms are performed); pattern evaluation (identification of
the interesting patterns based on performance measures); and finally, knowledge presentation.

In this study, we performed the data mining study as presented in Figure 1. The dataset is
composed of 21 columns and 37 rows, including 20 columns that represent the chemical compounds,
one column representing the class label (Brazil or Uruguay) and each row representing a wine sample.
We used the synthetic minority over sampling technique (SMOTE) to create 19 new samples for the
Brazilian class because an imbalanced dataset can benefit the majority class [33]. SMOTE is the most
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widely and effectively used oversampling method; it creates synthetic minority class samples by
interpolating between real minority examples and their nearest neighbors.Beverages 2018, 4, x FOR PEER REVIEW    5  of  16 
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Figure 1. Schematic view of the Tannat wines analysis.

After that, we visualized data through the use of PCA, a descriptive tool that visualizes the data in
two dimensions. The F-score, a filter feature selection method, were used to rank features in the order
of importance. According to the feature order generated, we constructed 20 feature subsets through an
iterative forward-selection procedure. The feature with the highest F-score value was assigned to the
first subset (#1). The top two features on the F-score ranking were assigned to the second subset (#2),
and so on, until all features were assigned to the twentieth subset (#20).

The support vector machines classifier, with the radial basis function kernel, was used to build a
classification model for each feature subset. This included a grid search on the classifier parameters for
the leave-one-out cross-validation with training, validation, and test sets. Finally, four performance
measures were computed for each model, based on the test set.

The entire analysis was conducted using R software [34]. R is a free software environment for
statistical computing and graphics that contains a wide variety of packages for performing statistical
analysis. In this study, we implemented the F-score algorithm and used the caret package [35] for data
classification, as well as the ggplot2 package [36] to visualize some of the results.

2.9. Support Vector Machines

The support vector machine (SVM) [37] is a supervised learning model that analyzes data used
for classification and regression analysis, based on the statistical learning theory and structural risk
minimization. The algorithm used in this model obtains an optimal hyperplane with a maximum
margin for separating the classes of samples. The generalization power with which the hyperplane
separates the classes depends on its margin, defined as the distance between the hyperplane and the
samples closest to it (support vector). This classifier is one of the most robust and accurate methods
among the well-known data mining algorithms [38]. Additionally, it is a useful classification algorithm
when few training data are available. It is also a suitable classifier for balanced datasets [20].

Given a two-class training set whose classes are linearly separable, i.e., all training samples can be
correctly classified by the hyperplane, the algorithm computes the decision boundary based on samples
that are closest to the maximum-margin hyperplane, which are called support vectors. This hyperplane
is represented by Equation (3), in which w is a weight vector, x is the input data and b is a bias:

w·x + b = 0 (3)

The goal is to maximize the margin of this hyperplane, increasing the distance between the
samples within its limit. SVM finds an optimum separating hyperplane that maximizes the margin of
the decision surface, by solving the following Equation (4):
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min
w,b

1
2 wtw

s.t. yi(w·xi + b)− 1 ≥ 0
(4)

However, in many real-world problems, it may not be possible to trace a decision boundary that
separates the samples into the class labels. In these cases, it is necessary to apply a kernel function and
to add slack variables. Thus, the SVM formulation becomes Equation (5):

min
w,b,ξi

‖w2‖
2 + C

(
n
∑

i=1
ξi

)
s.t. yi(w·φ(xi) + b) ≥ 1− ξi, ξi ≥ 0, i = 1, · · · , n.

(5)

The kernel function Φ, based on the inner product between given data, performs a nonlinear
transformation of data from the input space to a feature space with higher (even infinite) dimensions
in order to make the problem linearly separable, as defined as Equation (6):

K
(

xi, xj
)
= Φ(xi)·Φ

(
xj
)

(6)

In this study, we used the Gaussian radial basis function (RBF) kernel, defined by Equation (7):

K
(

xi, xj
)
= exp

(
−
‖ xi − xj ‖2

2 σ2

)
(7)

The C and σ parameters of Equations (5) and (7), respectively, are defined empirically, with a
grid search taking place among the following values: C = 2c, c = {−5, −3, . . . , 5}, and σ = 2s, s = {−10,
−8, . . . , 3}. Furthermore, RBF can produce a good performance, even when using a small number of
samples [39].

2.10. Variable Selection

Variable selection methods provide a way of reducing computation time, improving prediction
performance, and giving a better understanding of the data in machine learning applications [40].
To consider that there are possibly irrelevant or redundant variables in the data is important for
improving the classification model. In this study, the F-score was employed to generate a ranking
of importance [41]. The F-score is simple, generally quite effective, and has been used in previous
studies [42–45]. Given training vectors xk, k = {1, . . . , m} and the number of positive and negative
instances n+ and n−, respectively, the F-score of the i-th feature is defined by Equation (8):

Fi =

(
x+i − xi

)
+
(

x−i − xi
)

1
n+−1 ∑n+

k=1

(
x(+)

k,i − x(+)
i

)2
+ 1

n−−1 ∑n−
k=1

(
x(−)k,i − x(−)i

)2 , (8)

where xi, xi
(+), and xi

(−) are the average of the i-th feature of the whole, positive, and negative data
sets, respectively; xki

(+) is the i-th feature of the k-th positive instance, and xki
(−) is the i-th feature

of the k-th negative instance. The numerator indicates the discrimination between the positive and
negative sets, and the denominator indicates the value within each of the two sets. The larger the
F-score, the more likely that this feature will be more discriminative.

2.11. Performance Analysis

To evaluate the performance of a classification model, it is customary to split the data into
two general parts, a training set and a test set, using holdout (70%–30%), 10-fold cross validation
(k-fold CV), or leave-one-out cross validation (LOOCV) methodology. The holdout method is not
indicated when the dataset has a small number of samples, making this method unfeasible in our
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study. Cross-validation is one possible solution for training and testing sets that have a small number
of samples [32].

Due to our limited number of samples, a LOOCV strategy was employed to evaluate the
performance of the classifier. This method is a particular case of the k-fold cross validation technique,
which randomly splits data set D into k subsets D1, D2, . . . , Dk (the folds) of approximately equal size.
In the LOOCV method, k is equal to the number of samples. The process of building the classification
model occurs k times; the training set (k-1 folds) is used to perform the classification model, and the
prediction ability was tested on the samples of the omitted fold. In the training phase, we performed
an internal 10-fold cross-validation to validate the model and to select the best classifier parameters.
This way, each sample was used to test the model without influencing the training phase, in order to
avoid the introduction of bias.

After performing the classification models, it was possible to estimate the accuracy and percentage
of correct predictions for each class of data. The results of the classification are established in a confusion
matrix, as shown below in Table 1.

Table 1. Confusion matrix example.

Reference
Prediction

Positive Negative

Positive TP FN
Negative FP TN

Interpreting the confusion matrix as presented with the data analyzed, we see that the positive
samples (+) are from Brazil and the negative samples (−) are from Uruguay. The matrix values are
true positive (TP) for samples correctly classified as positive, true negative (TN) for samples correctly
classified as negative, false negative (FN) for the positive samples that were classified as negative,
and false positive (FP) for negative samples that were classified as positive. From these values, we see
that it is possible to establish the performance measures used in this study. The higher these parameters,
the better the result:

Accuracy =
TP + TN

TP + TN + FP + FN
× 100, (9)

Sensitivity =
TP

TP + FN
× 100, (10)

Specificity =
TN

TN + FP
× 100, (11)

MCC =
TP× TN− FP× FN√

(TP + FP)(TP + FN)(TN + FP)(TN + FN)
. (12)

The accuracy reflects how closely the classifier reaches its goal, that is, the accuracy mirrors the
percentage of the model that has been correct in its predictions. Sensitivity refers to the percentage
of correct answers with regard to the positive samples. Specificity is the opposite of sensitivity.
It measures the percentage of samples correctly classified as negative. The Matthew’s correlation
coefficient (MCC) is, in principle, a correlation coefficient that lies between the real class and the
predicted class for binary classifications. The MCC returns a value between −1 and +1, where +1
represents a perfect prediction, −1 indicates total disagreement between prediction and the reference,
and 0 means no better than random prediction.

3. Results and Discussion

The methodology starts with the creation of new synthetic data, followed by the application of the
feature selection method F-score on all features in order to generate a ranking of importance. Table 2
describes the interval of concentrations for each variable. An exploratory PCA shown in Figure 1
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reveals that the two classes of wines cannot be differentiated. The PC1–PC2 scores′ subspace accounted
for 100% of the original variance. Figure 2a shows the original data and Figure 2b reveals the dataset
resulting from the combination of the original data and 19 new synthetic samples. The new samples
occupied the same region on the PCA plot as the original samples.

Table 2. Values of mean, standard deviation, and minimum and maximum variable concentration for
each country.

Variable Brazil (n = 28) Uruguay (n = 28)

L * 16.02 ± 5.91
(3.84–31.02)

17.48 ± 6.25
(4.7–32.43)

a * 45.47 ± 6.74
(25.7–54.17)

47.24 ± 5.84
(29.43–54.51)

b * 26.35 ± 8.63
(6.37–42.87)

28.95 ± 9.59
(7.61–48.6)

TPI 1924.45 ± 352.61
(1365.36–2999.55)

1973.45 ± 454.56
(1015.98–2946.75)

TA 143.41 ± 35.32
(95.35–233.45)

117.02 ± 52.93
(28.72–289.56)

ORAC 39,623.59 ± 6942.55
(25,423.23–56,914.9)

44,431.93 ± 9938.45
(26,883.63–69,192.46)

DPPH 8.88 ± 0.58
(7.55–9.82)

9.56 ± 0.67
(7.12–10.34)

cyan-3-glu 0.22 ± 0.12
(0.1–0.62)

0.18 ± 0.07
(0.07–0.36)

delph-3-acetylglu 1.15 ± 0.81
(0.48–3.61)

0.98 ± 0.7
(0.33–3.83)

delph-3-glu 6.19 ± 2.71
(2.17–11.38)

3.65 ± 2.63
(0.29–11.4)

malv-3-(coum)glu 6.36 ± 2.89
(2.97–11.84)

5.04 ± 3.53
(0.41–14.18)

malv-3-acetylglu 13.05 ± 5.69
(4.55–27.78)

11.01 ± 7.35
(1.04–30.79)

malv-3-glu 42.58 ± 22.03
(26.03–95.19)

36.89 ± 22.79
(3.86–89.98)

peon-3-(coum)glu 1.48 ± 1.98
(0.57–4.71)

1.76 ± 2.07
(0.27–11.11)

peon-3-acetylglu 1.57 ± 0.74
(0.89–3.25)

1.41 ± 0.61
(0.51–2.9)

peon-3-glu 4.27 ± 2.12
(1.61–9.99)

2.11 ± 1.46
(0.4–5.72)

pet-3-(coum)glu 0.45 ± 0.56
(0.1–2.14)

0.28 ± 0.29
(0.1–1.64)

pet-3-acetylglu 2.43 ± 2.02
(1.04–8.63)

1.57 ± 1.74
(0–9.1)

pet-3-glu 11.02 ± 3.97
(4.98–22.14)

7.16 ± 5.21
(0.46–24.52)

vitisin A 14.37 ± 5.2
(5.37–22.25)

11.32 ± 8.89
(1.95–43.75)
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3.1. Classification Analysis

At first, we classified only the original samples in order to obtain a reference result for comparing
this outcome with the balanced dataset results. The classification model with all features along
with LOOCV resulted in the following performance measures: 72.97% of accuracy, an MCC of 0.45,
a sensitivity of 40%, and 78.12% of specificity. These results indicate that the few Brazilian samples
could be poorly classified, and that the model benefited the majority class. In addition, the MCC metric
indicates that the predictions were closer to being random than perfect predictions.
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The next step was to generate the ranking of importance and perform the classification models.
Figure 3 shows the F-score ranking of importance. Then, we constructed 20 feature subsets, an iterative
forward-selection procedure based on the F-score ranking of importance. The first feature subset
(#1) is composed of the peon-3-glu compound; the second feature subset (#2) is composed of the
peon-3-glu and DPPH parameters, and so forth; until the twentieth feature subset (#20), which is
composed of all the parameters. Table 3 presents the results obtained from the classification models of
the balanced data.

Table 3. Overall results from leave-one-out cross validation (LOOCV) classification with the support
vector machine (SVM) for each feature subset.

# Compounds Acc MCC Sens Spec

#1 peon-3-glu 91.07 0.82 89.66 92.59
#2 peon-3-glu, DPPH 94.64 0.90 90.32 100
#3 peon-3-glu, DPPH, delph-3-glu 85.71 0.71 85.71 85.71
#4 peon-3-glu, DPPH, delph-3-glu, pet-3-glu 92.86 0.86 90.00 96.15
#5 peon-3-glu, DPPH, delph-3-glu, pet-3-glu, TA 91.07 0.82 89.66 92.59
#6 peon-3-glu, DPPH, delph-3-glu, pet-3-glu, TA, ORAC 94.64 0.90 90.32 100
#7 peon-3-glu, DPPH, delph-3-glu, pet-3-glu, TA, ORAC, pet-3-acetylglu 91.07 0.83 87.10 96.00

#8 peon-3-glu, DPPH, delph-3-glu, pet-3-glu, TA, ORAC,
pet-3-acetylglu, vitisin A 94.64 0.90 90.32 100

#9 peon-3-glu, DPPH, delph-3-glu, pet-3-glu, TA, ORAC,
pet-3-acetylglu, vitisin A, cyan-3-glu 91.07 0.83 87.10 96.00

#10 peon-3-glu, DPPH, delph-3-glu, pet-3-glu, TA, ORAC,
pet-3-acetylglu, vitisin A, cyan-3-glu, malv-3-(coum)glu 91.07 0.83 87.10 96.00

#11 peon-3-glu, DPPH, delph-3-glu, pet-3-glu, TA, ORAC, pet-3-acetylglu,
vitisin A, cyan-3-glu, malv-3-(coum)glu, pet-3-(coum)glu 85.71 0.72 83.33 88.46

#12
peon-3-glu, DPPH, delph-3-glu, pet-3-glu, TA, ORAC,

pet-3-acetylglu, vitisin A, cyan-3-glu, malv-3-(coum)glu,
pet-3-(coum)glu, malv-3-acetylglu

92.86 0.87 87.50 100

#13
peon-3-glu, DPPH, delph-3-glu, pet-3-glu, TA, ORAC,

pet-3-acetylglu, vitisin A, cyan-3-glu, malv-3-(coum)glu,
pet-3-(coum)glu, malv-3-acetylglu, b *

89.29 0.79 86.67 92.31

#14
peon-3-glu, DPPH, delph-3-glu, pet-3-glu, TA, ORAC,

pet-3-acetylglu, vitisin A, cyan-3-glu, malv-3-(coum)glu,
pet-3-(coum)glu, malv-3-acetylglu, b *, a *

91.07 0.83 87.10 96.00

#15
peon-3-glu, DPPH, delph-3-glu, pet-3-glu, TA, ORAC,

pet-3-acetylglu, vitisin A, cyan-3-glu, malv-3-(coum)glu,
pet-3-(coum)glu, malv-3-acetylglu, b *, a *, malv-3-glu

89.29 0.79 86.67 92.31

#16
peon-3-glu, DPPH, delph-3-glu, pet-3-glu, TA, ORAC,

pet-3-acetylglu, vitisin A, cyan-3-glu, malv-3-(coum)glu,
pet-3-(coum)glu, malv-3-acetylglu, b *, a *, malv-3-glu, L *

92.86 0.87 87.50 100

#17
peon-3-glu, DPPH, delph-3-glu, pet-3-glu, TA, ORAC, pet-3-acetylglu,

vitisin A, cyan-3-glu, malv-3-(coum)glu, pet-3-(coum)glu,
malv-3-acetylglu, b *, a *, malv-3-glu, L *, peon-3-acetylglu

91.07 0.83 87.10 96.00

#18

peon-3-glu, DPPH, delph-3-glu, pet-3-glu, TA, ORAC pet-3-acetylglu,
vitisin A, cyan-3-glu, malv-3-(coum)glu, pet-3-(coum)glu,

malv-3-acetylglu, b *, a *, malv-3-glu, L *,
peon-3-acetylglu, delph-3-acetylglu

91.07 0.83 87.10 96.00

#19

peon-3-glu, DPPH, delph-3-glu, pet-3-glu, TA, ORAC,
pet-3-acetylglu, vitisin A, cyan-3-glu, malv-3-(coum)glu,

pet-3-(coum)glu, malv-3-acetylglu, b *, a *, malv-3-glu, L *,
peon-3-acetylglu, delph-3-acetylglu, peon-3-(coum)glu

92.86 0.87 87.50 100

#20

peon-3-glu, DPPH, delph-3-glu, pet-3-glu, TA, ORAC,
pet-3-acetylglu, vitisin A, cyan-3-glu, malv-3-(coum)glu,

pet-3-(coum)glu, malv-3-acetylglu, b *, a *, malv-3-glu, L *,
peon-3-acetylglu, delph-3-acetylglu, peon-3-(coum)glu, TPI

92.86 0.87 87.50 100
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The best overall performances occurred with the use of at least two, six, or eight variables.
The classification models built with datasets #2, #6, and #8 resulted in an accuracy of 94.64% and
an MCC of 0.90; the Brazilian samples were correctly classified at a rate of 90.32% (sensitivity) and
all Uruguayan samples were correctly classified. The performances differ for each combination of
input variables. The main parameters, which resulted in almost 95% of accuracy, included peon-3-glu,
DPPH, delph-3-glu, pet-3-glu, TA, ORAC, pet-3-acetylglu, and vitisin A. It was interesting to note that
through the use of only one compound (peon-3-glu), the classifier performance is very good, achieving
91% of accuracy and an MCC of 0.82. An equally interesting result is that even with the use of all
compounds, the accuracy improved only slightly, to 92.86%.

It is possible to observe how the classification model was improved by the addition of synthetic
Brazilian samples when comparing the result of the first classification model performed in this study
(containing only the original samples) to the classification performed with a new dataset composed
of the original and synthetic samples. Using all twenty compounds of the balanced dataset as input
data, the model achieved an accuracy of 92.86%, an MCC of 0.87, and a sensitivity and specificity of
87.5% and 100%, respectively. The performance obtained from the use of only the original data was
lower, however, with poor and random classifications (72.97% of accuracy, an MCC of 0.45, a sensitivity
of 40%, and 78.12% of specificity). Therefore, it is notable that both class predictions, Brazilian and
Uruguayan, were improved.

3.2. Analysis of Variable Importance

The group of anthocyanidin-3-glucosides comprises the main group of anthocyanins in wine, with
malvidin-3-glucoside usually being the main component. In our study, three out of the five individual
anthocyanins that were influential with regard to the classification of Tannat wines′ (peon-3-glu,
delph-3-glu, and pet-3-glu) are part of this group. In spite of being in the majority, malv-3-glu is not
one of the main variables responsible for the classification. Gutiérrez et al. found that malv-3-glu
did not differentiate Chilean Merlot, Carménère, and Cabernet Sauvignon wines that were produced
in different valleys [46]. On the other hand, they found that malv-3-(coum)glu played an important
role, together with other anthocyanins, in this differentiation. In a previous study of the Cabernet
Sauvignon classification according to geographical origin (Brazil and Chile), we found that L *,
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DPPH, delph-3-acetylglu, peon-3-(coum)glu, and pet-3-acetylglu were relevant variables for the
classification [25].

Tannat wines have lower methyl–transferase activity compared to other wine varieties [7].
This allows the accumulation of delphinidins and petunidins, making these anthocyanins especially
important in Tannat. This could explain, at least in part, the important role of delph-3-glu and pet-3-glu
in Tannat wine classification. Another possible contribution pertains to the percentage of primitive
anthocyanins (delph-3-glu and pet-3-glu), which may provide a significant indicator of the weather
conditions pertaining to the ripening of grapes [47]. Therefore, these two anthocyanins could contribute
to wine classification due to climatic differences in different wine production regions, which possibly
affect the ripening process.

We then separately analyzed the most discriminating parameters according to the country of
origin. Figure 4 presents the boxplot for each compound, stratified according to the country or
origin. We note that most of the parameter values overlap. Most of the anthocyanin concentrations
(including TA) are lower for the Uruguayan samples, while the DPPH and ORAC values of these
samples are slightly higher, indicating that the anthocyanins are not the most relevant contributors to
antioxidant activity.Beverages 2018, 4, x FOR PEER REVIEW    13  of  16 
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Figure 4. Boxplots of the eight compounds selected by the F-score, along with SVM classification.
(a) delph-3-glu variable; (b) pet-3-acetylglu variable; (c) pet-3-glu variable; (d) peon-3-glu; (e) vitisin A
variable; (f) free radical scavenging capacity (DPPH) variable; (g) oxygen radical absorbance capacity
(ORAC) variable; and (h) total anthocyanins (TA) variable.

4. Conclusions

In this study, we applied data mining techniques to classify Brazilian and Uruguayan Tannat
wine samples. To our knowledge, this paper is the first to classify Tannat wines using SVM and



Beverages 2018, 4, 97 13 of 15

to identify the variables that contributed most significantly to the classification. Using the original
imbalanced dataset (28 Uruguayan samples and 9 Brazilian samples), the classification model achieved
an accuracy rate of 72.97% and an MCC of 0.45. This performance improved when we added new
synthetic Brazilian samples to the dataset. The best overall accuracy (94.64) and MCC (0.90) occurred
when at least two, six, or eight variables were used, including, in the following order: peon-3-glu,
DPPH, delph-3-glu, pet-3-glu, TA, ORAC, pet-3-acetylglu, and vitisin A. This finding proves that
these variables are the most relevant for differentiating Tannat wine samples with respect to their
geographical origin, and that the addition of synthetic samples can improve the classification model.

The identification of the most important parameters is useful for reducing time and resources
put forth when classifying future wines. Additionally, understanding the behavior of wine chemical
components is also important, as that knowledge serves as an information source for companies to
preserve, maintain, and ensure the quality of wine, and to avoid fraud. Furthermore, the soil, climatic
conditions, type of harvest, and conditions for production contribute to the characteristics that make
a unique wine from a particular region, which explains the difference found among the parameter
concentrations for each respective country in this study. The use of SVM allowed researchers to
discriminate between the regions, whereas the PCA score plot only shows the overlapping of samples
for each class. Therefore, this methodology can be applied for certification purposes that, in general,
involved the origin of other wines and food products.
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