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Abstract

:

Laser diffraction (LD) has many obvious advantages for measuring. However, the measurement accuracy is limited by a number of factors, such as imaging noise, sensor threshold, and fitting methods. In this paper, we present a novel method for measuring filament diameter based on image-based fitting, which maintains more information. Before fitting the diffraction image, image processing is applied to solve the problem of image noise and the non-linear response of the charge-coupled device (CCD). Then, a fitting formula is established based on the distribution of laser intensity on a diffraction image, and the fitted results are solved with the Levenberg–Marquardt (LM) algorithm. Finally, the initial parameters of a fit are obtained by calculation, which speeds up the calculation and improves the accuracy of the fitting. The measurement accuracy of this method is verified by experimental and theoretical analysis. In experiments, the filament diameters of 125 and 125.2 μm are measured with a relative error of approximately 0.12%, Furthermore, the superiority of this method is demonstrated by comparing the measurements with other methods. To verify the stability of the measurements, filament diameters of 110–180 μm are chosen to be measured with a relative standard deviation of less than 0.14%.
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1. Introduction


Laser diffraction (LD) has been applied to measure the dimensions of tiny objects based on the principle of the Fraunhofer diffraction, which is used in the powder industry [1,2,3], mechanical measurements [4], and the chemical field [5,6]. In particular, LD has been chosen as the method for measuring the filament diameter because it is a non-contact method, allowing better performance compared with other contact methods.



The extraction of measurement information from diffraction fringes is generally adopted in LD measurements [7,8]. For example, the 10–200 mm wire diameter is measured based on an accurate evaluation of the diffraction pattern minimum position with a relative error of 0.7% of the measurement [9]. However, the process of compressing diffraction images into one-dimensional fringes can result in a significant loss of useful information. Currently, many improved methods of diffraction measurement are available to increase the accuracy of measurements. For example, 5–30  μ m diameter fibers were measured by a combination of LD and scanning electron microscopy (SEM) [10] with an accuracy of approximately 0.1  μ m. However, the complexity of measuring without SEM diffraction is simplified. Songtao Yan [11] et al. proposed a new method for measuring filament diameter based on the so-called “double diffraction”, which can measure filament diameters of 100.2–140.8  μ m with an accuracy of about 0.9  μ m. In addition, Khajornrungruang P. [12] subtracted a transparent light component from the diffracted light distribution of the micro-tool to enhance diffraction pattern characteristics, which measures micro tools of 10–30  μ m diameter with less than 0.4  μ m difference compared to SEM. These methods extract measurement information from the diffraction pattern by borrowing fitting methods, which result in a number of problems that affect the accuracy, such as sensor thresholds, image noise, and the orientation of fringes in an image. Theoretically, the problem can be solved by processing a diffraction image and improving the fitting method. Therefore, we can build a mathematical model of the distribution of laser intensity on the CCD. Then, this model is fitted to a processed diffraction image to extract the information of the diameter.



This paper proposes a method for measuring filament diameter based on image-based fitting. In the method, we constructed a fitted model based on diffraction images to enhance the fit. Image processing methods are applied to solve the problem of image noise and the non-linear response of the CCD to laser. This method has a measurement accuracy of approximately 0.2  μ m for filament diameters of 125 and 125.2  μ m. For the fitting, non-linear least square was chosen as the fitting method, and the Levenberg–Marquardt (LM) [13] algorithm was applied to the solution process, which combines the advantages of gradient descent and the Newton–Gauss algorithm. In particular, the initial values of the fitted parameters are extracted by mathematical techniques based on the fitted model, which can greatly simplify the computational difficulty and speed up calculations. In addition, this method was compared with other fitting methods, and the stability of the method was evaluated for measurements in the diameter range of 110–180  μ m.




2. Fraunhofer Diffraction


The method of LD measurement is based on the principles of the Babinet and Fraunhofer [14,15] diffraction. During the acquisition of imaging, as much fringe information as possible should be retained. Therefore, the imaging of the laser intensity in CCD is considered, and information of laser intensity distribution is applied to construct a fitting model based on the actual diffraction.



If the filament is uniformly illuminated by a plane wave, the filament can be seen as an infinite slit, and the electric field distribution at the filament can be written as:


   E ˜   (  x ′  ,  y ′  )  = t  (  x ′  ,  y ′  )  = r e c t  (    y ′  b   )  =      1 ,      |   y ′   |   ≤      b 2         0 ,     o t h e r s      ,  



(1)




where b is the filament diameter, and   y ′   is the distance in the y-direction, which is perpendicular to the direction of laser propagation. When the condition of the Fraunhofer approximation (   y ′    2  / λ f ≤ 1  ) is satisfied, the electric field on the CCD surface can be written as


     E =    A 0  f    e  i k f    e  i    k   ( y −  y 0  )  2  + k   ( x −  x 0  )  2    2 f       e     ( x −  x 0  )  2   2  ω  p  2       ∫  − ∞   + ∞    E ˜   ( x , y )   e  − i 2 π (    y cos  ( θ )   y ′    λ f    )   d  y ′  ,     



(2)




where k is the wave vector of laser, f is the focal length of lens, b is the diameter of the filament,  λ  is the wavelength of the laser,   x , y   are the x-axis and y-axis of the diffraction image,    x 0  ,  y 0    are the coordinates of the bright central fringe on the diffraction image, and   ω p   is the radius of the spot. Then, the expression of intensity distribution can be written as [16,17,18]:


  I = E  E *  =  I 0   (    sin    π b  ( y −  y 0  )    λ f        π b  ( y −  y 0  )    λ f        ) 2   e  −     ( x −  x 0  )  2   ω p 2      + c ,  



(3)




where   I 0   is the zero-level beam intensity, and  β  is the angle between the wave vector k and y direction. When fitting the diffraction image with Equation (3), we need to bring in the initial parameters, the accuracy of which affects the speed of calculation and the effectiveness of the fit. Therefore, the initial parameters are evaluated mathematically, allowing the fit to converge quickly.




3. Experiments and Results


3.1. Experiments


The diagram of experimental setup is shown in Figure 1a. We used two polarization beam splitters (PBS) to adjust the laser intensity to prevent saturation of the laser intensity at the incident CCD. In our experiments, we chose a wavelength of 780.24 nm (The choice of laser needs to satisfy: the laser is coherent light; the wavelength should be in the response range of the CCD). Some of the filaments are shown in Figure 1b. A photograph of the experimental setup is shown in Figure 1c.



To assess the measurement accuracy and measurement range, diffraction images were acquired for filaments of different diameters and different focal lengths (as shown in Table 1). Multiple sets of images were taken at different laser intensities for each diameter of filament in the Table 1. A selection of common lenses with different focal lengths was used for comparison (  f = 75   mm and   f = 120   mm of convex lenses), so that the reliability of the measurement method can be tested. The filaments of   125 ± 0.1    μ m and   125.2 ± 0.1    μ m diameter have a relatively high accuracy, with an accuracy of 0.1  μ m arising from mechanical processing. This group of filaments can therefore be applied to assess the accuracy of measurements. Furthermore, the filament diameter of 125.2  μ m was chosen to compare the different fitting methods. Several diffraction images of this filament were taken, and the results of each were analyzed for errors. Finally, to evaluate the measurement range of the method and to verify the stability of the measurements with different diameters, filaments of 110–180 ± 1  μ m diameter are measured, and the results are compared with the results of different fitting algorithms.




3.2. Methods of Image-Based Fitting


Image processing and image-based fitting steps are shown in Figure 2. Firstly, when diffraction images are taken through the CCD, it is necessary to avoid the laser intensity being so strong that the pixel cells become saturated. Then, diffraction images are rotated and cropped to easily evaluate the orientation of fringes on the CCD plane. The Gaussian low-pass filtering and gamma correction are applied to the image to give more realistic diffraction information. Then, the initial parameters of the fit are extracted mathematically. Finally, the measuremental results are obtained by fitting the diffraction image.



When fitting the diffraction image, the direction of diffraction fringes on the image should be taken into account. In that case, the coordinate system of the image can be converted to the coordinate system of diffraction fringes. Equations of the coordinate transformation are as follows:


       x = X × d cos θ − Y × d sin θ       y = X × d sin θ + Y × d cos θ      .  



(4)




where d is the pixel size,  θ  is the rotation angle of the fringe on the imaging surface, and   X , Y   are the x-axis and y-axis pixels of the image plane.



The initial parameters are estimated through physical and mathematical methods, which can improve the accuracy of measurements and calculation speed. The estimation of the initial parameter of  θ  can be set to zero by rotating the fringe image. For the estimation of initial parameter   x 0  , the imaging matrix can be changed, and the fringe image is cropped to ensure that the fringe is at the image center    x 0  =  x  m a x   / 2   (as shown in Figure 1). The initial value (   I 0  ≈ 200 ,  c ≈ 0  ) can be given according to the gray value of the image;   ω p   is the estimated value (   ω p  ≈ 1.9 ×  10  − 3    ). The estimation of   y 0   is more important, and its accuracy directly affects the measuremental accuracy of diameters. From the diffraction fringes, it can be found (as shown in Figure 3) that the extreme points of each bright fringe satisfy the mathematical relation as diffractive fringes. This satisfied equation is as follows:


   y n  =    I s    ( π  ( y −  y 0  +   1 2   )  )  2    +  I  b i a s   ,  



(5)




where   I s   and   I  b i a s    represent the laser intensity and background of intensity, respectively;   y 0   can be obtained by fitting Equation (5).



The initial value b of filament diameter is calculated by   λ f / Δ T d  ;   Δ T   is the average period of fringe. Each image is brought into the model for calculation, and an estimated initial parameter can be output by using the method described above. The initial parameters are then taken and brought into the fitting equation for optimization. Ultimately, the optimal solution for fitting parameters is obtained.



In the fitting process, the initial values of fitting parameters and the optimization algorithm are important factors in determining the final results of the fit. In the method, the LM algorithm (local optimization algorithm) is employed to solve the fitted parameters, which often results in a locally optimal solution, leading to possible errors in the fitting results. Therefore, a comparison was made with the Particle Swarm Optimisation (PSO) algorithm (global optimisation algorithm) [19]. The objective optimization algorithm of these two methods is the sum of squares of errors (  min  R =   ∑  i , j   m , n     (  I  i , j   −    I ˜   i , j     )  2  / m n  ). In the calculation, the method of the LM algorithm requires initial parameters for the fit. The PSO fitting method does not require initial parameters, but the effectiveness of the fit is proportional to the time.





4. Results


Filament diameters of 100–200  μ m are chosen for the measurements, which is close to the core of an optical fiber. This is because the device can be applied in the future for core measurements of optical fibers.



In the experiment, filaments of different diameters (  b = 125 ± 0.1    μ m and   b = 125.2 ± 0.1    μ m) are measured at two focal lengths, which are   f = 75   mm and   f = 120   mm (the results shown in Table 2). Each group of filaments and lenses are measured several times at different laser intensities. From the results, the measured diameter values deviate by less than 0.2  μ m relative to the actual diameter at different focal lengths. Multiple measurements are made on filaments of diameter 125  μ m and 125.2  μ m, with a standard deviation (STD) of less than 0.13  μ m (The maximum relative standard deviation (RSD) is 0.1%). As a result, filament diameters can be measured with an accuracy of approximately 0.2  μ m in practical experiments.



To be able to compare the results of different methods for the same filament diameter, a 125.2  μ m diameter filament is selected for the experiment. Figure 4a shows diffraction images of a filament with a diameter of 125.2  μ m. The absolute errors of measurement for the different methods are shown in Figure 4b. According to the results, the method of image-based fitting has better stability in the calculation. Its accuracy is superior to the fringe fitting of the fringes. The PSO fitting method requires adjustment of the particle parameters and long convergence times (Each calculation takes approximately half an hour), which results in more unstable PSO fitting results compared to image-based fitting. In addition, each initial parameter can be calculated mathematically without artificial input in the calculation. This allows the parameter optimization process to converge quickly, with each calculation taking less than one minute.



Theoretically, measurements can be obtained, and diffraction images of filaments have a significant periodicity. However, the number of periods has a definite influence on image-based fitting. The accuracy of measurements will vary for different diameters of the filament. In experiments, 0.11–0.18  μ m diameter filaments are selected for measurement so that the measurement accuracy of different diameter filaments could be compared. The results are shown in Table 3. The deviation in the filament diameter obtained with the image-based fitting is within 1  μ m of the filament calibration value. In addition, the standard deviation of measurement is less than 0.20  μ m for each set of filaments. In summary, these demonstrate that the method is more accurate in these filaments compared to other methods.



In the experiment, the filtering effect of the image has an impact on the accuracy of the method. The parameters of filter and Gamma correction need to be adjusted at different laser intensities. In summary, the signal-to-noise ratio (SNR) after image processing is greater than 35, and the relative error of measurement will be less than 0.12%.




5. Discussion


5.1. Analysis of Accuracy


The accuracy of the model fit measurements was assessed by error analysis. The complete fitting equation can be obtained by bringing Equation (3) into Equation (8), which is more complex. Simplifications have been made to facilitate the analysis of the errors caused by each parameter. To easily analyze the errors caused by each parameter, we will only analyze the effect of each parameter on the period of the diffraction fringe. The expression for a diffraction fringe period in Equation (3) is as follows:


    π y  T  =   π b d ( X sin θ + Y cos θ )   λ f   ,  



(6)




where T is the length of the period of fringe. In the experiments,  θ  is approximately equal to zero, and we simplify Equation (4) to obtain the period expression (  T ≈ λ f / b d cos θ  ). Based on this equation, the standard deviation transfer equation is as follows:


            σ b  =   σ λ     ∂ b   ∂ λ     +   σ θ     ∂ b   ∂ θ     +   σ T     ∂ b   ∂ T     +   σ d     ∂ b   ∂ d     +   σ f     ∂ b   ∂ f              =    σ λ     f sec ( θ )   d T     +   σ θ     f λ tan ( θ )   d T cos ( θ )      +   σ T     f λ sec ( θ )   d   T  2      +   σ d     f λ sec ( θ )     d  2  T     +   σ f     λ sec ( θ )   d T     .        



(7)







The specific parameters of our experiments are brought into Equation (7) to estimate the theoretical standard deviation (f = 120 mm, d = 4.8  μ m,  λ  = 780.24 nm, T = 156.04 pixels,  θ  = 0.01 rad). For the experiments, the accuracy of the laser wavelength ( λ ) is about 0.01 nm, which has almost no influence on the final measurement results. During imaging, the fringe is recognized in images by the algorithm and rotated to a vertical direction so that the accuracy of angle ( θ ) is approximately 0.005 rad. The diffraction fringe period (T) of a 125  μ m diameter filament averages about 156.04 with an accuracy of about 0.1. The size accuracy of the CCD pixel (d) is 10 nm. The focal length (f) is measured with an accuracy of about 0.1 mm, both of which are calculated to have the greatest influence on the measurement accuracy. In the theoretical, the accuracy of the diameter measurements is about 0.36  μ m.



However, measurement accuracy can be further improved by increasing the measurement accuracy of the focal length and the size accuracy of the CCD pixels. Firstly, the image can be interpolated to compensate for the pixel size accuracy, and the accuracy of the period length can be reduced to 0.05. Secondly, it is difficult to improve the accuracy of the focal length measurement because the imaging surface may not be at the focal point of the lens. To solve this problem, we measured the focal length with a calibration method. The focal length is measured with an image-based fitting based on a high accuracy filament, which allows an accuracy of 0.01 mm to be achieved. With these methods, the theoretical accuracy of the diameter measurement can be achieved to 0.2  μ m.




5.2. Improvement of the Fitted Equation


In practice, the position of the CCD may not be in the focal point of the lens. Equation (3) can be replaced as follows:


      I =      I 0   π ( Erf   [     ( 1 − i )  ( b  ( L − f )  − 2 f  ( y −  y 0  )  ) / 4    L ( L − f ) f / k     ]  +          Erf  [     ( 1 − i )  ( b  ( L − f )  + 2 f  ( y −  y 0  )  ) / 4    L ( L − f ) f / k     ]   ) (  Erf  [     ( 1 + i )  ( b  ( L − f )  − 2 f  ( y −  y 0  )  ) / 4    L ( L − f ) f / k     ]           + Erf  [     ( 1 + i )  ( b  ( L − f )  + 2 f  ( y −  y 0  )  ) / 4    L ( L − f ) f / k     ]   ) exp   [    −   ( x −  x 0  )  2    w p 2    ]  /  2  k  (   1 f   −   1 L   )  + c     ,  



(8)




where L is the actual position of the imaging surface,   k = 2 π cos (  ( y −  y 0  )  / L ) / λ   is the wave vector of the laser. The spacing between the position of the image plane and the focal length of the lens is   ( L − f )  . In the calculation, Equation (3) or Equation (8) can be used to fit the fringe image. Before the diameter is calculated with the physical model, it is essential to measure or calibrate the value of f(Equation (8)) or L(Equation (8)). In our experiment, we used the exact filament diameter to calibrate the two parameters. The two models actually measured essentially the same result. However, Equation (8) is theoretically more suitable as a fitted equation.





6. Conclusions


This paper proposes a method for measuring filament diameter based on an image-based fitting. The method covers the processing of diffraction images and the extraction of fitting parameters. The method improves the accuracy of the measurement by direct fitting to an image, which retains most of the diffraction information. To verify the accuracy of this method, two standard filaments with nominal values of   125 ± 0.1    μ m and   125.2 ± 0.1    μ m were measured, and the relative measurement errors of this method are less than 0.12%. Then, we have compared the method with the PSO fitting method and the fringe fitting method. The results indicated that the accuracy of the method is better than both methods. In addition, to assess the measurement range and the stability of the method, filaments of 110–180  μ m diameter were chosen for measurement. The standard deviation of measurements is less than 0.2  μ m, and the RSD of measurements is less than 0.14%. In conclusion, this method makes the fitting results more accurate as it solves the problem of the image and the extraction of the parameters. Compared to the PSO-based fitting, this method is faster in terms of computational speed. In summary, the accuracy of this method is proven in the measurement results, and it can be used for high accuracy diameter measurements.
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Figure 1. Experimental setup for diffraction measurements: (a) the diagram of the experimental setup; polarization beam splitters (PBS) are used to adjust the laser intensity, f is the focal length of the lens, the wavelength of laser is 780.24 nm, and   λ / 2   is the half-wave plate, the pixel size of CCD (MV-CA050-20UM) is 4.8 μm, and the resolution of CCD is 2592 × 2048; (b) some of the actual filaments; (c) actual photograph of the diffraction setup. 
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Figure 2. The detailed descriptions diagram of the method: (a) the procedure for fitting diffraction images; (b) diffraction images with filtering and gamma correction. 
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Figure 3. Fitting of extreme value points for the diffraction fringe. The black curve is the diffraction fringe; the red spots are the laser intensity extremums; the blue curve is the extremum fit curve. 






Figure 3. Fitting of extreme value points for the diffraction fringe. The black curve is the diffraction fringe; the red spots are the laser intensity extremums; the blue curve is the extremum fit curve.



[image: Photonics 09 00556 g003]







[image: Photonics 09 00556 g004 550] 





Figure 4. Measured results for the filament diameter of 125.2 ± 0.1  μ m: (a) diffraction images of a 125.2  μ m diameter filament at a focal length (f) of 120 mm; (b) measured results of 125.2  μ m filaments with different methods. 
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Table 1. Diffraction images of different filaments * (unit:  μ m).
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	Focal length

75 mm
	 [image: Photonics 09 00556 i001]
	 [image: Photonics 09 00556 i002]
	 [image: Photonics 09 00556 i003]
	 [image: Photonics 09 00556 i004]
	
	
	
	



	Filament diameter
	125.2
	125.2
	125.0
	125.0
	
	
	
	



	Focal length

120 mm
	 [image: Photonics 09 00556 i005]
	 [image: Photonics 09 00556 i006]
	 [image: Photonics 09 00556 i007]
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	Filament diameter
	125.2
	125.2
	125.0
	125.0
	
	
	
	



	Focal length

126.2 mm
	 [image: Photonics 09 00556 i009]
	 [image: Photonics 09 00556 i010]
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	Filament diameter
	110
	120
	130
	140
	150
	160
	170
	180







* Multiple images were taken for each filament diameter.
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Table 2. Actual measurement results (unit:  μ m).
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	Diameter
	Average of

Measurements
	Standard

Deviation
	Relative Standard

Deviation (%)
	Absolute Error
	Relative Error

(%)





	125.00 ± 0.1    1  
	125.06
	0.13
	0.10
	0.06
	0.05



	125.20 ± 0.1
	125.16
	0.10
	0.08
	0.04
	0.03



	125.00 ± 0.1    2  
	124.86
	0.03
	0.02
	0.14
	0.11



	125.20 ± 0.1
	125.35
	0.04
	0.03
	0.15
	0.12







1 The focal length of the lens is 120 mm. 2 The focal length of the lens is 75 mm.
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Table 3. Comparison of different methods * (unit:  μ m).
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	Diameter
	Results of Image-Based Fitting
	RSD (%)
	Results of Fringe Fitting
	RSD (%)
	Results of PSO Fitting
	RSD (%)





	110 ± 1
	110.51

(STD = 0.07)
	0.06
	113.73

(STD = 1.58)
	1.38
	110.6

(STD = 2.30)
	2.08



	120 ± 1
	119.52

(STD = 0.12)
	0.10
	118.13

(STD = 1.57)
	1.33
	119.80

(STD = 0.07)
	0.06



	130 ± 1
	129.24

(STD = 0.06)
	0.05
	131.37

(STD = 0.78)
	0.59
	129.28

(STD = 0.08)
	0.06



	140 ± 1
	139.95

(STD = 0.20)
	0.14
	141.48

(STD = 0.43)
	0.30
	139.62

(STD = 0.23)
	0.16



	150 ± 1
	150.27

(STD = 0.01)
	0.01
	151.87

(STD = 0.23)
	0.15
	149.83

(STD = 0.20)
	0.15



	160 ± 1
	159.19

(STD = 0.09)
	0.01
	158.85

(STD = 0.77)
	0.48
	159.45

(STD = 1.14)
	0.71



	170 ± 1
	169.68

(STD = 0.11)
	0.06
	172.19

(STD = 0.23)
	0.13
	169.54

(STD = 0.09)
	0.05



	180 ± 1
	180.47

(STD = 0.05)
	0.03
	180.13

(STD = 0.99)
	0.55
	180.16

(STD = 0.30)
	0.16







* The focal length after calibration is 126.22 mm.
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