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Abstract: The digital image correlation (DIC) method is widely used in deformation measurements
as it has the advantages of being a non-contact, high precision method that provides full field
measurements, and requires simple experimental equipment. Traditionally, the grayscale speckle
patterns captured by a monochromatic camera are used in the DIC method. With the growing
development of consumer color cameras, there is great potential for developing color information in
the DIC method. This paper proposes a displacement- and stress–strain-invariant DIC deformation
measurement method based on the integer-pixel matching approach for speckle patterns during
a tension test. For the integer-pixel matching stage, the load and displacement and stress–strain-
invariant histories feature is used to estimate the initial value of the deformation parameters. In
addition, this paper proposes a reverse retrieve strategy, instead of a forward search, to reduce the
search time. Experiments show that the proposed DIC deformation measurement approach is not
only capable of displacement invariance measurement, with robustness and high efficiency, but also
that the average accuracy of the stress–strain result can reach 0.1%.

Keywords: digital image correlation; displacement measurement; numerical simulation; stress–strain
comparison; speckle pattern

1. Introduction

Demand for lightweight parts, better product performance, efficiency, and higher
safety is rising in the automotive sector [1–3]. Detailed measurements of crucial material
parameters, such as strain limit, strength coefficients, and anisotropy coefficients, are
necessary to optimize the design and production of these components [4–6]. Tension testing
with an extensiometer is the technique most frequently used to determine a material’s
properties [7]. However, this system is not appropriate for post-diffuse necking and only
provides an average strain over the specimen gauge length. A cutting-edge method for
precise strain assessment is Digital Image Correlation (DIC) [8]. This method is ideal
for characterizing material properties in the elastic and plastic ranges, since it allows
for quick data collection. Additionally, it provides a noncontact method for carrying
out complete-field, extremely high-precision measurement of displacement and strain.
In the consideration of affordable and lightweight goods, the modern industrial sector
needs materials with better strengths, such as SS304. To determine the material qualities
needed for industrial applications, SS304 must be tested. For material processing, including
stretching, stamping, bending, and other processes, tensile test data, such as the stress–
strain relation, are essential [9–11]. The classic extensiometer method is typically used to
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calculate the average strain over a region by measuring the tensile strain between two sites.
Using a tensile test machine with an extensiometer to determine the strain information
at the necking point is nearly impossible. The entire measurement area between the
extensiometerprobes is where the measured strain is spread out. During the tensile test,
the DIC system measures the full-range strain distribution [8,12–14]. This study will
examine field deformation using DIC strain measurement in tension testing, and contrast
the results with the load vs. displacement and stress–strain relationship obtained using
the conventional approach. Testing was conducted on SS304, which is an example of an
advanced high-strength steel (AHSS) material. The measurement of SS304 is used in this
paper as an example of how the test procedure works. Strain fields can be quantified using
a variety of techniques, including photo elasticity, electronic speckle-pattern interferometry,
and digital image correlation (DIC) [4,14–16].

The last 10 years have seen rapid progress in data processing and digital imaging
technologies, which has increased interest in optical digital image techniques for strain
assessment [8,13,14,17–20]. Strain fields of different sizes can be measured using the
optical digital-image approach. Failure and damage can result from the localization of
deformation within the tiny zones of the specimen. As a result, localization effects are
crucial for comprehending material failure. To fully appreciate the localization impact,
strain measurement and residual stress measurement appear to be crucial. There are
several approaches for measuring residual stress, including X-ray diffraction, and the
ultrasonic, eddy current, active magnetic, and passive magnetic methods [4,21]. The digital
image correlation approach for measuring strain is the main topic of this study. In this
study, a local deformation pattern is visualized using the digital image strain measuring
approach, which is integrated with DIC. In recent years, DIC has been applied to numerous
materials and mechanics research laboratories for full-field strain mapping applications.
Theoretically, DIC can attain high accuracy and dependability. In reality, a number of other
variables, including the deformation of a speckle on the specimen’s surface, and the fixture
method of the image capture instruments, might affect measurement precision during a
mechanical test.

The range and frequency response of conventional contact measurement methods,
such as mechanical extensometers and strain gauges, are limited, and thus do not give
enough data to address the complexity of dynamic mechanical behavior. To quantify stress
and deformation fields in tests, non-contact full-field approaches, such as photoelasticity,
Moiré, caustics, coherent gradient sensors, and digital image correlation (DIC), have signif-
icant advantages [22]. The DIC technique, first proposed by [23], is a promising tool for
ductile heterogeneous materials across a wide range of length and time scales [24–32]. This
is due to the recent advancement of image processing methods and the introduction of CCD
(charge-coupled device) cameras. On the one hand, the method is applicable to studies
encompassing a wide range of fields of view, from the nano-/micro-scale to the field-scale,
as well as from two-dimensional (2D) to three-dimensional, because it has no inherent
length scale (3D). On the other hand, the DIC methodology has also been tested over a
wide variety of loading rates, leading to improvements in the advent of CCD-cameras with
high spatial and temporal resolutions, modern image processing algorithms, and numerical
computations. Assessing the performance of the DIC approach for materials testing is one
of the goals of the current paper.

The structure of this paper is as follows. In order to confirm the accuracy of the strain
estimation utilizing the load vs. displacement obtained through the DIC technique, a direct
comparison experiment of the elastic strain measurement is first offered. Then, in order
to observe the strain distribution during the test, the application of the DIC approach to
assess the nonhomogeneous deformation of an SS304 rectangular sample during a tensile
test is shown.
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2. DIC Methodology

DIC is a non-contact 3D full-field optical method for detecting contours, deformation,
vibration, and strain on practically any material. The method is applicable to a wide range
of static and dynamic tests, including tensile, torsion, bending, and combination loads. DIC
is less costly and simpler than other techniques, such as speckle interferometry, and it is
more accurate and subjective than manual measuring methods, offering up a wide range
of possible applications. To monitor a group of pixels (called subsets) in the distorted and
reference pictures, as shown in Figure 1, DIC measurement uses temporal matching and
correlation functions.

A charge-coupled device (CCD) camera collects picture data, which is then converted
into digital form and stored in a computer for analysis. The DIC technique includes tracking
the position of many surface points in two consecutive images using a correlation algorithm
to determine displacement information. Displacements must be interpolated as weight
functions in finite element form in order to calculate stress and strains using the correlation
function. The correlation algorithm is based on tracking the intensity (Gray value) pattern
in discrete subsets of neighborhoods during movement (shown in the area with a dashed
line; one pane represents an image pixel), as shown in Figure 1. By contrasting the two
picture subsets, the correlation algorithm calculates the local displacement values, U and V.
A (n × m) pixel area that is rectangular in shape defines the area of interest in the reference
image. The appropriate subset, which is likewise a (n × m) pixel region, is estimated at a
specific point with a certain range in the distorted image. The range in the deformed image
is searched for carefully, pixel by pixel.

By entwining the subset from the deformed image with the broader subset from the
reference image, the algorithm produces the cross-correlation factor, C (Equation (1)) for a
domain of theoretical displacements, (U, V), in 1-pixel increments as described in:
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Stress and Strain Calculation from the Correlation Function

DIC measurement uses temporal matching and correlation functions, shown in
Equation (1).

The working procedure is explained as follows:

• The digital image is first separated into smaller parts known as subsets.
• Subset shape functions are imposed on the reference subset to account for the deformed

shape of the subset in the deformed picture.
• The distorted position of the subset may not be at the integer location.
• The correlation function (C) is constructed to match the similarity of the subset in the

un-deformed and deformed images.

C =

∮ 0
Am(F(x, y)(G(X0 + U, Y0 + V))dA[∫ 0

AM[(F(x, y)]2
∫ 0

Am[(G(X0 + U, Y0 + V))]2dA
] 1

2
(1)



Photonics 2022, 9, 912 4 of 15

where G is the severity of the pixels in the reference subset, dA is the severity of the pixels
in the deformed subset, and (X0, Y0) are positional subset coordinate axes. Its origin is at
the center of the subset at the control point.

In this paper, the Newton–Raphson method is used to estimate strain and stress. If we
want to calculate the strains at the current position, we first choose a square window that
contains discrete points that are (2m + 1) by (2m + 1) all around it. This window is known
as the strain calculation window. The displacement distributions within it can be roughly
represented as a linear plane if the strain calculation window is small enough.

Thus, we have the following equation:

U(i, j) = a0 + a1x + a2y
V(i, j) = b0 + b1x + b2y

(2)

where a,b is the unknown polynomial coefficient that determines the displacement rela-
tionship with the m coordinate frame. U, V are the reference displacement at location (i,j)
obtained by DIC, as indicated in Figure 1. Equation (2) can be rewritten in matrix form:

1 m m
1 m − 1 m
...

...
...

1 0 0
...

...
...

1 −m + 1 −m
1 −m −m



a0
a1
a2

 =



U(m.m)
U(m − 1, m)

...
U(0, 0)

...
U(−m,−m)

U(−m + 1,−m)


(3)

Therefore, it is possible to solve the unknown polynomial coefficients using the
Newton–Raphson method. It is vital to remember that the strain calculation window
may contain fewer points than (2m + 1) (2m + 1) for points at the image boundary or in
the region of the discontinuity area. However, by ignoring these faulty points within the
local strain calculation window from the above equation, we can still compute the strain
components using the Newton–Raphson iteration method.

ui = u0 +
∂u
∂x ∆xi +

∂u
∂y ∆yi

vi = v0 +
∂v
∂x ∆xi +

∂v
∂y ∆yi

After obtaining the displacements and displacement gradients at the point (x,y), the
full field strain can be calculated under the small deformation assumption:

εx =
∂u
∂x

(4)

εy =
∂v
∂y

(5)

γxy =
∂u
∂y

+
∂v
∂x

(6)

The unknown parameters
(

u, v, ∂u
∂x , ∂u

∂y , ∂v
∂x , ∂v

∂y

)
are determined by using the Newton–

Raphson method to minimize the correlation function.

3. Experiments

The experiments were performed on a universal testing machine (Zwick Roell 250
with a maximum capacity of 250 kN, as shown in Figure 2b) with homogenous work-
ing conditions at room temperature. The strain rate was kept

.
ε = 1 × 10−3 per sec-

ond. The material used for the tensile test was SS304 with 1 mm thickness. A series
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of samples were cut in a 0◦ rolling direction. Rectangular cross sections with dimension
200 mm × 20 mm × 1 mm were cut out from the steel sheet. While performing the experi-
ments, 50 mm from both ends was constrained, and the remaining mid-section (100 mm in
length) was kept under loading conditions. The samples’ length, width, and thickness were
measured along the y-axis, the x-axis, and the z-axis, respectively. The load was applied in
the y-direction along the length. The tests were conducted for the samples in the rolling
direction until three reproducible curves were produced.
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Figure 2. (a) Test specimen with dimensions and a coordinate frame. (b) Experimental setup for the
tension test with the DIC devices.

The test specimen with dimensions and a coordinate frame is shown in Figure 2a. The
strain was measured using the DIC device and a POINTGREY® camera. The DIC system
is helpful for measuring strain distribution in the plastic zone of the sample. The Cauchy
stress vs. logarithmic strain curves were computed using results from the DIC system
that were acquired after post-processing. The strain was measured using a digital image
correlation device (DIC). This guarantees that the results are accurate and removes the
impact of any impurities or porosity in the material from the results.

The contour plot image was obtained from the DIC Vic-3D software, which was
applied under tensile load conditions. Figure 3 shows the contour plot of the measured
strain under tensile loading, which provides some parameters such as analysis types,
the DIC radius, step analysis, image correspondence, units for pixel, and the correlation
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coefficient. Figure 3a shows the contour plot of the strain value on the stainless steel
material, which recorded the development trend of the strain value. The necking area
was detected and observed using the experimental DIC method, as shown in Figure 3b.
Moreover, the maximum strain value red colour was 35 mm and minimum strain value
blue colour was around 0 mm.
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Figure 3 represent contour of test sample obtained from DIC. (a) εyy distribution at time 0 s. (b) εyy

distribution at time 30 s. (c) εyy distribution at time 60 s. (d) εyy distribution at time 90 s. (e) εyy

distribution at time 120 s. (f) εyy distribution at time 150 s. (g) εyy distribution at time 180 s.
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4. Results
4.1. Experimental Results and Discussion

The stress–strain curve is plotted using data obtained from the DIC for the tension test
samples. The plot for the 0◦ rolling direction is shown in Figure 4. While Cauchy stress
vs. logarithmic strain curves are plotted up to the necking, nominal stress vs. logarithmic
strain curves are plotted up to the rupture. The data are unreliable because, after necking,
the nominal stress in the stress–strain curves starts to decrease. The outcomes show that the
curves can be replicated. Reproducible results were obtained from similar tests carried out
on the tensile test materials in each orientation. Figure 3b shows one from each orientation
of the nominal stress–logarithmic-strain curve and the Cauchy stress–logarithmic-strain
curve. This demonstrates that there is no discernible difference in the highest value of
nominal stress and between curves from all orientations.
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4.2. Numerical Results and Discussion

Using an elasto-plastic model with homogeneous material properties, the tensile test
sample was numerically simulated. The material’s mechanical properties were utilized
in accordance with the experimental sections stated above. As shown in Figure 5, the
simulation with symmetry boundary conditions was run as per the eighth sample along
the x, y, and z directions. The sample’s 3D model was created using the following di-
mensions: 50 mm × 10 mm × 0.5 mm. As shown in Figure 5, a 5 mm displacement was
applied to the model’s top surface, along the y-axis. The commercial finite element code
ABAQUS/Standard was used for the simulation. Only the area subjected to the load was
taken into consideration for the numerical simulation of the sample, disregarding the area
beneath the grips during the experiments (50 mm at both ends of the sample). Calculations
of various stresses and strains were made using the simulation. The stress–strain data
were post-processed using several macroscopic criteria to compute the damage factor, as
mentioned in the preceding sections. The C3DR element was used to generate the mesh.
The linear mesh was defined as 0.2 mm to 20 mm in length, away from the sample’s center
(half-length under the extensometer, as the symmetric sample is considered). After that, a
biased mesh was taken along the length, ranging in size from 0.2 to 0.5 mm. A linear mesh
with a 0.2 mm size was taken across the width. Young’s modulus and the hardening curve
were taken into consideration as typical properties when simulating the sample at 0◦/RD.
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Figure 5. Tension test samples; (a) original sample and (b) sample after rupture.

The simulation result was considered up to the point when the extensiometer displace-
ment in the simulation reached the same value as in the experiment (i.e., the rupture point).
The various stress–strain data obtained from the numerical simulation of the tensile test
sample are presented in Figure 6. They indicate the distribution of (a) von-Mises stress,
(b) maximum principal stress, (c) equivalent plastic strain, and (d) hydrostatic stress at the
point of rupture. The load–extensiometer-displacement curve is presented in Figure 7. It
indicates that there is good agreement between the experimental curve and the simulated
curve. The maximum load value reached in experiment was 13,702 N and in the simulation
it was 13,331 N, whereas the extensiometer displacement at the rupture point was 27 mm
in both the experiment and the simulation.
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Figure 6. Tensile test: images of the specimen; (a) distribution of strain along length (via digital image
correlation (DIC)) and (b) logarithmic strain distribution just before rupture.
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5. Validation

A reverse retrieve strategy was used to validate the proposed deformation mea-
surement approach. In this strategy, a pixel of speckle samples was used to evaluate
deformation by node-point matching during the simulation. To verify the feasibility of
this matching technique, it was further compared with experiment results. Moreover,
traditional equations were used to obtain stress and strain data for the experiment and for
the numerical simulation.

5.1. Simulation

The first validation concerns the displacement invariance of the samples, whereby a
speckle pattern was used for verification, as shown in Figure 5. Figure 5a was displaced by
0 and Figure 5b was obtained after rupture. To better conform the actual measurement situa-
tion, the load in the experiments was homogenously added to these samples. Subsequently,
in the numerical simulation, a node point at the highest strain deformation was uniformly
selected in Figure 6a,b, and this node point was matched in the tension test experiment
using the DIC device. Since the deformation is known from the true displacement of the
generated samples, the true displacement of these node points is known. The performance
of the DIC deformation measurement technique was evaluated by the error between the
simulated results and the true displacements, as shown in Figure 6. On samples with
node points, it can be demonstrated that the DIC deformation measurement technique
can match displacement with a maximum inaccuracy of roughly 3%. The precision of the
DIC deformation measurement technique fully satisfies the experimental value’s accuracy
criterion, as the convergence range of the simulation approach is roughly 7% [16].

The validation of the stress–strain curve obtained from the tension test experiment
is concerned with the numerical simulation in same rolling direction. The simulation
was run in the same working conditions as were employed in the experiments. In the
simulation, the calculation was performed by taking the centroidal node element and
extracting the parameters of Cauchy stress and logarithmic strain value; these values were
further compared with the DIC-obtained data. The experimentally obtained load value
needed to be converted into Cauchy stress, as DIC gives logarithmic strain values.

5.2. Experimental

Traditional calculations were performed for the deformation measurement. Stress and
strain are vital parameters which indicate the deformation of any material. The calculation
was conducted by continuously measuring gauge length (l0) (i.e., the calibrated distance
between two marked surfaces of a specimen) until rupture. The strain yield leads to the
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measurement of sample deformation. This is then calculated using the ratio of the increase
in the specimen gauge’s length to its initial gauge length, represented in Equation (7):

δ =
(L − L0)

L0
(7)

Tensile stress σ is calculated as the ratio of the tensile load (F) that was applied to it
and the specimen’s initial cross-section area (A0), represented in Equation (8):

σ =
F

A0
(8)

As DIC measures strain at every instant, Cauchy stress and logarithmic strain were
obtained for the test sample in the 0◦ rolling direction. Relative elongation and relative
reduction of area are obtained as parameters of the deformation measurement of the
material.

Relative elongation is represented by Equation (9):

δ =
(Lm − l0)

L0
(9)

where (Lm) is the maximum length of the specimen.
Relative reduction in area is the ratio between the decrease in the area of the specimen’s

cross section before its rupture and its original cross-sectional area, represented by Equation
(10):

ψ =
(A0 − Amin)

A0
(10)

where (Amin) is the minimum specimen cross-sectional area.
The comparison of the numerical simulation and the experimental values was plotted

into a stress–strain curve, which shows an error of roughly 0.1% (see Figure 7).

5.3. Reverse Retrieve Strategy

The numerical simulation and experimental displacement of the DIC measurement
uses color histogram features, which have the advantages of scaling and rotation invari-
ance. The reverse retrieve strategy can also be used to improve the efficiency of the DIC
deformation technique. In addition, the stress–strain comparison makes the efficacy of DIC
measurement technique more accurate. Therefore, in the experimental section, simulation
experiments were conducted for the evaluation of the displacement invariance, deforma-
tion invariance, and computational efficiency of the DIC measurement technique. It can be
seen from the experimental results that the reverse retrieve strategy can also be used for
validation, and meets the accuracy requirements of deformation measurement methods.
Furthermore, the search strategy based on reverse retrieval can greatly improve the match-
ing speed, which is faster than the state-of-the-art DIC displacement measurement method.
In actual experiments, the test specimen was stretched and measured using an extensiome-
ter and tension test equipment. The deformation of the test specimen was measured using
the DIC deformation measurement technique, and the error was estimated to be around
0.1%, which satisfies the majority of measurement criteria. The suggested approach focuses
on addressing the measurement of sample deformation during mechanical testing. At this
time, color paint must be properly sprayed in a speckle pattern, rather than as a naturally
occurring surface. To solve this issue, it is anticipated that feature acquisition and matching
methods will be improved.

When using the above strategy, the computational burden is greatly increased due
to the use of pixel-to-node point matching in the simulation. The different scales need to
be extracted and matched. For instance, the area of the subset of interest is 30 pixels for
obtaining the highest strain value at the rupture point, and then the simulation contains a
total of 390 nodes, which means that the computational burden of obtaining the highest
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strain value is increased by 13 times. Moreover, when the range of the scaling factors is
unclear, the computational burden will be much greater. To improve efficiency, this paper
proposes a search strategy based on the reverse retrieve method.

The traditional method adopts a forward strategy; that is, the reference sub-region is
searched pixel by pixel in all deformed images to find the best matching position, as shown
in Figure 8. With the rupture of the material, the deformation feature of forward matching
will also change. Once the feature is changed, it is necessary to perform feature extraction
on all nodes in the new simulation, which is very time consuming. To avoid redundant
calculations, a reverse retrieve strategy is proposed, in which some deformed subregions
are selected and matched with the reference image, as shown in Figure 8. By using this
method, the search space is the reference image, i.e., before loading, which is constant and
can be precalculated. The reverse search strategy only needs to perform feature extraction
on the search space once; therefore, it is more efficient than the forward search strategy.
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Figure 8. The figures show that the reverse search method searches the deformed sub-regions (the
red and blue boxes) in the deformed image, which is constant and precalculated.
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Before the matching, the displacement feature of the multiscale templates in the
reference image are extracted pixel by pixel and stored in a feature set Q, which is constant
and does not need to be updated. When the deformed images are updated, only the
displacement features of the new deformed subregion need to be extracted, and then they
are retrieved in feature set Q. The value of the displacement is quantized and the retrieval-
method-based search space is used to speed up image retrieval. Finally, the reverse retrieval
strategy avoids the repeated feature extraction of the search space and greatly improves
research efficiency.

The figures show that the reverse search method searches the deformed sub-regions
(the yellow and green boxes) in the reference image, which is constant and precalculated.
For clarity, only two deformed images are displayed.

6. Conclusions

The speckle-pattern matching information has brought great advantages to the fields
of computer vision and image retrieval. However, it has not been fully utilized in relation
to the DIC method. To exploit the additional pattern information provided by color speckle
patterns, this paper improves the DIC deformation measurement in two respects: displace-
ment measurement and stress–strain curve matching. Specifically, this paper proposes
that the performance of the DIC deformation measurement method can be enhanced by:
(i) load vs displacement measurements based on integer-pixel matching; and (ii) a com-
parison based on the stress–strain histories strategy. For validation, experiments with
simulated color images were performed, and show that our method have the advantages
of measurement in displacement invariance, high efficiency, and deformation invariance.
For the property measurement of the real material, uniaxial tension tests were conducted,
where the average error of the strain results reached 0.1%.

The traditional extensiometer method for tensile tests can only provide a stress–strain
curve before the tensile load reaches its peak value or before substantial strain localization
occurs. An important and unique feature of the DIC-assisted tensile test is that it can
provide a more complete true stress–strain curve after the tensile load passes its peak and
drops into a “necking” stage, until the specimen’s complete separation. This material me-
chanical response information is critical for numerical simulations that correctly visualize
the formation history.

A comparison of the DIC technique with the traditional extensiometer-based technique
is presented in Tables 1 and 2.

Table 1. Comparison of the strain measurements produced by different mechanisms and their
possible applications.

Type Approach
Mechanism of

Mechanical Strain
Evaluation

Test Image
Analysis Advantage Disadvantage

Electro-based
(1) Strain gauge [28]
(2) Strain

transducers [29]

The deformation of
the material
induces the electrical
signal
changes, which can be
converted into the
strain values of the
materials.

Discrete
In vivo
Ex vivo

N/A Cheap; offline
work

Invasive; low
anti-interference

Light -based
(1) Microscopy

camera [30]

The relative strain is
assessed by
comparing the images
before and after the
material deformation.

Serial
Ex vivo

Marker-
tracking
algorithm

Cheap; easy
operation

Transparent or
translucent
samples

(2) Photo-elastic [15]
Strain measurement
based on load-induced
(stress-induced)
birefringence.

Cheap; easy
application time-consuming

Regional phase
unwrapping
algorithm
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Table 1. Cont.

Texture-
correlation-based

(1) Speckle
interferometry
[31]

Strain is quantified
from changed search
space patterns in the
images during the
deformation of the
materials.

Serial
In vivo
Ex vivo

Simple
structure Complex analysis

Baseband speckle
tracking
algorithm;
Registration
algorithm

Imaging-based
(1) Moiré [22]

The Moiré effect is the
mechanical
interference of light
by a superimposed
network of lines.

In-plane
fringes;
out-plane
fringes

Fast;
non-invasive;
portable;
cost-efficient
and has no
harmful
radiation

Resolution; costly

Moiré fringe
phase shifting
measurement
algorithm

(2) DIC [16]

Strain is evaluated by
tracking the subsets
including markers or
speckles on the
surface of tissues.

Serial
Ex vivo

Relatively
fast imaging;
relatively low
cost

Expensive; high
contrast

Computed
tomography

(3) DVC [32]

Strain is evaluated by
tracking image
subsets by tracking
the natural pattern in
the tissues.

Serial
In vivo Ex
vivo

Correlation-
based
algorithm

Table 2. Comparison between DIC system and Extensiometer.

DIC System Externsiometer

Non-contact measurement Contact measurement

Unlimited number of deformation
measurements

An extensometer can be used only once (a
glued extensometer cannot be peeled off

without damaging it)

The possibility of testing samples of any shape
and material; the tested surface of the sample

does not have to be flat

A surface on which the extensometer is glued
has to be flat

The ability to measure deformation in all
directions (along the X-axis, Y-axis, and Z-axis),

on a plane or in three-dimensional space

The ability to measure deformation only in the
chosen direction

Full-field deformation analysis
Results of the deformation at selected points of
the sample, i.e., at the points where the sensors

are attached

A measurement of the real maximum
displacements and deformations

A measurement limited by the maximum value
of the deformation of an extensometer

A quick preparation of a random pattern of
black dots on a white background on the

sample surface by spraying paint

A time-consuming process of placing the
extensometer on the surface of a sample

(gluing, etc.)

The need to clean the surface of a sample before testing
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