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Abstract: Coherent beam combining (CBC) with closely arranged centrosymmetric arrays is a promis-
ing way to obtain a high-brightness laser. An essential task in CBC is to actively control the piston
phases of the input beams, maintaining the correct phasing to maximize the combination efficiency.
By applying the neural network, the nonlinear mapping relationship between the far-field image and
the piston phase could be established, so that the piston phase can be corrected quickly with one step,
which caused widespread concern. However, there exists a piston-type phase ambiguity problem
in the CBC system with centrosymmetric arrays, which means that multiple different piston phases
may generate the same far-field image. This will prevent the far-field image from correctly reflecting
the phase information, which will result in a performance degradation of the image-based intelligent
algorithms. In this paper, we make a theoretical analysis of phase ambiguity. A method to solve
phase ambiguity is proposed, which requires no additional optical devices. We designed simulations
to verify our conclusions and methods. We believe that our work solves the phase ambiguity problem
in theory and is conducive to improving the performance of image-based algorithms.

Keywords: coherent beam combining; centrosymmetric arrays; piston phases; phase ambiguity

1. Introduction

High-power lasers are widely applied in many fields, including Lidar systems, Space
Communication, Laser Medicine, Material Processing, and so on [1–6]. Therefore, obtaining
high-power lasers has important practical value. The laser output with high power and
high beam quality can be obtained in the far-field by combining multiple low-power
laser beams to keep the phase difference between sub-beams as an integral multiple of
2π [1,2,7–10]. Chang et al. firstly demonstrated the coherent beam combining (CBC) of
more than 100 beams [11]. Civan Laser reported a CBC system with an output laser power
of more than 10 kW [12]. The results show that the co-phase output in the CBC system is a
promising method to obtain a high-power output.

The core challenge of achieving a co-phase output is to correct and lock the piston
phase quickly between each sub-beam [13–19]. In the past, a series of phase-locking
methods have been proposed, including the dithering technique [20–22], interference
measurement [23,24], and stochastic parallel gradient descent (SPGD) [25,26]. The dithering
technique and the interference measurement method need to add new devices to the CBC
system. The optimization algorithms cost a number of iterative steps before reaching
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convergence, which limits their application in practice. With the development of deep
learning, various intelligent algorithms are introduced into CBC [27–30]. Researchers
expect to use neural network (NN) models to establish the mapping between the far-field
and the piston phase, and compensate the current piston phase with a prediction to realize
the co-phase, which helps to reduce iterative steps. In 2019, Hou et al. predicted the rough
value of the piston phase according to the far-field image at the defocus plane with a
convolutional neural network (CNN), and then applied SPGD based on the prediction, so
as to increase the convergence speed [27]. In 2020, Liu et al. employed CNN to measure
the beam-pointing and piston phase of sub-beams from the far-field image in a two-beam
coherent beam combining system [28]. These studies indicate that the introduction of image
information can effectively improve the convergence-performance of the algorithm.

Although the algorithm based on deep learning shows a competitive performance,
its interpretability has yet to be discussed. Researchers want to know whether the model
learned to “infer” or “remember”. The problem is whether the piston phase can be directly
predicted from the far-field with one step in theory. We notice that the model will not
converge in some cases. For example, researchers find that a piston-type phase ambiguity
exists in centrosymmetric arrays [31,32], which means that different piston phases may
generate the same far-field image. In this case, the far-field image cannot provide sufficient
information of the current piston phase, interfering with the model’s learning (we will
show this in Section 4). Due to such phenomena, predictions of NN are reliable only when
all the causes of phase ambiguity have been solved. Our main work is to analyze the
mechanism of phase ambiguity and find its solution, which is helpful to supplement the
interpretability of deep-learning-based algorithms as well. After that, the introduced image
information will accurately reflect the piston phase, which is helpful for a high-speed and
accurate prediction.

2. Principle
2.1. Discussion on Piston-Type Phase Ambiguity

The diagram of the CBC system is shown in Figure 1. We divide the laser into N
elements by a fiber splitter. (N is the number of sub-apertures.) The power amplifier (PA)
is employed to amplify the power of each sub-beam. After that, the piston phases of the
amplified sub-beams are controlled by the phase modulator (PM). The output sub-beams
are focused by a transform lens, and then the focused sub-beams are split by a beam-splitter
(BS) into two beams. One beam is sent to a 10× micro-objective (MO) and detected by a
CCD camera to obtain the far-field image for phase-locking. Another beam is transformed
to the target face for practical application.

The key step of CBC is to manipulate the phase controller to make each sub-beam
co-phase. In intelligent algorithms, it models the predicted piston phase through the far-
field image. Then, the phase controller applies the prediction for compensation. Far-field
images need to accurately reflect the information of the piston phases, which requires that
the far-field image have its unique corresponding piston phase. However, piston-type
phase ambiguity will leave the above requirement unsatisfied. Phase ambiguity means that
different piston phases may generate the same far-field image. Figure 2 shows the examples
of phase ambiguity in simulation, in which three different piston phases correspond to
the same far-field image. We find that the piston phase in Figure 2c is equal to adding a
common piston phase ( π

6 ) to all sub-apertures in Figure 2a. We call this phenomenon of
phase ambiguity phase redundancy. The piston phase in Figure 2e could be obtained by
rotating the original piston phases in Figure 2a 180 degrees and conjugating it. We call this
phenomenon of phase ambiguity rotational conjugate symmetry (this phenomenon only
occurs in centrosymmetric arrays). The following discussion will prove why they generate
the same far-field image and provides solutions to eliminate their impact.
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On the emissive plane, the sub-apertures are usually arranged in a centrosymmetric
shape, which is beneficial to reduce the sidelobe energy and obtain high-quality combined
beams [33–38]. However, the centrosymmetric arrangement will cause phase ambiguity.
Next, we discuss phase ambiguity with the example of a regular-hexagonal 7-element
arrangement.

Without loss of generality, we construct a Cartesian coordinate system with the center
of the emissive plane as the origin, as shown in Figure 1b. The near-field complex amplitude
of the n-th sub-beam can be expressed as

Unearn(x, y, 0) = A0 · exp

[
− (x− xn)

2 + (y− yn)
2

ω02

]
· circ

(
(x− xn)

2 + (y− yn)
2

(d/2)2

)
(1)

where A0 is the amplitude, ω0 is the waist radius (when the sub-beams are plane waves, ω0
can be regarded as infinity), d is the diameter of sub-apertures, and (xn, yn, 0) is the coordi-
nate of the n-th sub-aperture’s center in the above coordinate system.

circ(r) =
{

1, r ≤ 1
0, otherwise

. The near-field complex amplitude after piston phase mod-

ulation could be expressed as

Enearn = A0 · exp

[
− (x− xn)

2 + (y− yn)
2

ω02

]
· exp[i ·ψn] · circ

(
(x− xn)

2 + (y− yn)
2

(d/2)2

)
(2)

The index of the sub-aperture at the center is 0, the corresponding piston phase is
ψ0 (the value range of all phases in this paper is [−π, π]), and the corresponding center

coordinate is
{

x0 = 0
y0 = 0

. We find that when the sub-apertures are in a centrosymmetric

arrangement, for the n-th sub-aperture (n 6= 0), there always exists another sub-aperture
which is centrosymmetric with it regarding the sub-aperture 0. We denote the index of this
sub-aperture as −n; the corresponding piston phase is ψ−n, and the central coordinate is
(x−n, y−n, 0). It is obvious that x−n = −xn and y−n = −yn. The overall near-field complex
amplitude modulated by the piston phase is equal to the sum of each sub-aperture, which
can be expressed as

Enear = ∑ A0 · exp

[
− (x− xn)

2 + (y− yn)
2

ω02

]
· exp[i ·ψn] · circ

(
(x− xn)

2 + (y− yn)
2

(d/2)2

)
(3)
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where n = 0, ±1, ±2, . . . , ±(N − 1) ÷ 2. The near-field complex amplitude Enear is
transformed to the far-field complex amplitude E f ar at the focal plane by the lens. Then, the
relationship between E f ar and Enear can be expressed by the Fraunhofer diffraction formula,
as follows [39].

E f ar = ei·k· flens ei· k· flens
2 λ2(u2+v2)

i·λ· flens

s
Enear · exp[−i · 2π · (ux + vy)]dxdy

= ei·k· flens ei· k· flens
2 λ2(u2+v2)

i·λ· flens
∑
n

s

circn

A0 · exp
[
− (x−xn)

2+(y−yn)
2

ω0
2

]
· exp[i ·ψn] · exp[−i · 2π · (ux + vy)]dxdy

(4)

where u =
x f ar

λ flens
and v =

y f ar
λ flens

(k = 2π
λ is the wave number, λ is the beam wavelength, and

flens is the focal length of the transform lens). If we make the variable substitution x′ = x −
xn and y′ = y − yn, the far-field complex amplitude of the n-th sub-beam can be rewritten as

E f arn =
ei·k· flensei· k· flens

2 λ2(u2+v2)

i · λ · flens

x

cir0

A0 · exp

[
− (x′)2 + (y′)2

ω02 + i ·ψn − i · 2π ·
[
u
(
x′ + xn

)
+ v
(
y′ + yn

)]]
dx′dy′ (5)

We separate the variables independent of x′ and y′, then move them out of the integral
symbol. Equation (5) is transformed into

E f arn = ei·k· flens ei· k· flens
2 λ2(u2+v2)

i·λ· flens
A0 · exp[−i · 2π · xn · u− i · 2π · yn · v + i ·ψn]

s

cir0

exp
[
− (x′)2

ω0
2 − i · 2π · u · x′ − (y′)2

ω0
2 − i · 2π · v · y′

]
dx′dy′

(6)

We denote A(u, v) = A0
ei·k· flens ei· k· flens

2 λ2(u2+v2)

i·λ· flens

s

cir0

exp
[
− (x′)2

ω0
2 − i · 2π · u · x′ − (y′)2

ω0
2

− i · 2π · v · y′]dx′dy′ (the value of A(u, v) is independent of n) and substitute Equation (6)
with Equation (4). Then, we obtain the superposition of each sub-beam’s far-field com-
plex amplitude

E f ar(u, v, Ψ) = ∑ A(u, v) · exp[−i · 2π · xn · u− i · 2π · yn · v + i ·ψn]
= A(u, v) ·∑ exp[−i · 2π · xn · u− i · 2π · yn · v + i ·ψn]

(7)

where Ψ = {ψn} (n = 0, ±1, ±2, . . . , ±(N − 1) ÷ 2) denotes the set of the n-th sub-beam’s
piston phase. The far-field intensity distribution I f ar could be calculated from the square of
the far-field complex amplitude’s modulus, which can be expressed as

I f ar = ‖E f ar‖2 = ‖A(u, v)‖2 · ‖∑ exp[−i · 2π · xn · u− i · 2π · yn · v + i ·ψn]‖
2 (8)

The far-field intensity distribution determines the shape of the far-field image on the
charge-coupled device (CCD) camera. Here, we only consider the influence of the piston
phase on the far-field image, so we separate I′ f ar(I f ar = ‖A(u, v)‖2 · I′ f ar), which is related
to Ψ = {ψn}.

I′ f ar(Ψ) = ‖∑ exp[−i · 2π · xn · u− i · 2π · yn · v + i ·ψn]‖
2

= ‖∑ cos(−2π · xn · u− 2π · yn · v +ψn) + i · sin(−2π · xn · u− 2π · yn · v +ψn)‖
2

= ∑
i

∑
j

cos
[
−2π ·

(
xi − xj

)
· u− 2π ·

(
yi − yj

)
· v +

(
ψi −ψj

)] (9)

where i, j = 0,±1,±2, . . . ,±(N− 1)÷ 2. Without loss of generality, we denoteϕi= ψi−ψ0,
and then a set of N pistons Ψ = {ψn} (n = 0,±1,±2, . . . ,±(N− 1)÷ 2) can be expressed by
a set of N − 1 relative pistons Φ = {ϕn} (n = ±1, ±2, . . . , ±(N − 1) ÷ 2). This corresponds
to phase redundancy (for more details, see Appendix A). Since phase redundancy can be
solved by relative phase expression, we will not consider phase redundancy during the
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later discussion on phase ambiguity. After substituting the relative pistons Φ = {ϕn} and{
x0 = 0
y0 = 0

into Equation (9), we get

I′ f ar(Φ) = 1 + ∑
i
(cos(−2π · xi · u− 2π · yi · v +ϕi) + cos(2π · xi · u + 2π · yi · v +ϕi))+

1
2 ∑

i
∑
j

{
cos
[
−2π ·

(
xi − xj

)
· u− 2π ·

(
yi − yj

)
· v +

(
ϕi −ϕj

)]
+ cos

[
−2π ·

(
−xi + xj

)
· u− 2π ·

(
−yi + yj

)
· v +

(
ϕ−i −ϕ−j

)]} (10)

where i, j = ±1, ±2, . . . , ±(N − 1) ÷ 2. Then, we define B0(Φ) = ∑
i

cos(−2π · xi · u −

2π · yi · v +ϕi) and Bj(Φ) = ∑
i

cos[−2π ·
(
xi − xj

)
· u− 2π ·

(
yi − yj

)
· v +

(
ϕi −ϕj

)
] (when

j 6= 0). By substituting them into Equation (10), we obtain

I′ f ar(Φ) = 1 + 2 · B0(Φ) +
1
2∑

j
[B j(Φ) + B−j(Φ)] (11)

In a regular-hexagonal arrangement (7-element), if Φ = {ϕn} and Θ = {θn} gen-
erate the same far-field image, that is, I′ f ar(Φ) = I′ f ar(Θ), we get (for more details, see
Appendix C)

B0(Φ) = B0(Θ) (12)

⇒∑
i

cos(−2π · xi · u− 2π · yi · v +ϕi) = ∑
i

cos(−2π · xi · u− 2π · yi · v + θi) (13)

If the expression of Equation (13) holds, the coefficients of cos(−2π · xi · u− 2π · yi · v)
and sin(−2π · xi · u− 2π · yi · v) in B0(Φ) are equal to the ones in B0(Θ) for i =1,2, . . . , (N
− 1) ÷ 2 (for more details, see Appendix B.). The coefficient of cos(−2π · xi · u− 2π · yi · v)
in B0(Φ) is cos(ϕi) + cos(ϕ−i), and the coefficient of sin(−2π · xi · u− 2π · yi · v) in B0(Φ)
is sin(ϕi)− sin(ϕ−i). The ones in B0(Θ) are cos(θi) + cos(θ−i) and sin(θi)− sin(θ−i). So,
we obtain {

cos(ϕi) + cos(ϕ−i) = cos(θi) + cos(θ−i)
sin(ϕi)− sin(ϕ−i) = sin(θi)− sin(θ−i)

(14)

We define D0(Φ) = ∑
i

sin(−2π · xi · u− 2π · yi · v +ϕi). Then, (11) could be rewrit-

ten as
I′ f ar(Φ) = (1 + B0(Φ))2 + (D0(Φ))2 (15)

When I′ f ar(Φ) = I′ f ar(Θ) and B0(Φ) = B0(Θ) hold, we get

I′ f ar(Φ)− (1 + B0(Φ))2 = I′ f ar(Θ)− (1 + B0(Θ))2

(D0(Φ))2 = (D0(Θ))2 (16)

Equation (16) has two solutions, which are

D0(Φ) = D0(Θ) (17)

D0(Φ) = −D0(Θ) (18)

When (17) holds, the coefficients of cos(−2π · xi · u− 2π · yi · v) and sin(−2π · xi · u −
2π · yi · v) in D0(Φ) are equal to the ones in D0(Θ) for i = 1, 2, . . . , (N − 1) ÷ 2. As in the
analysis on (13), we have{

cos(ϕi)− cos(ϕ−i) = cos(θi)− cos(θ−i)
sin(ϕi) + sin(ϕ−i) = sin(θi) + sin(θ−i)

(19)
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After simultaneously solving (14) and (19), we obtain
cos(θ i)= cos(ϕ i)
cos(θ−i

)
= cos(ϕ−i

)
sin(θ i)= sin(ϕ i)
sin(θ−i

)
= sin(ϕ−i

) (20)

⇒
{
θi = ϕi + 2mπ
θ−i = ϕ−i + 2mπ

(21)

where m is an integer. Equation (21) indicates that Φ = {ϕn} and Θ = {θn}may generate
the same far-field image when the difference between θi and ϕi is an integer multiple of 2π
(i = ±1, ±2, . . . , ±(N − 1) ÷ 2). We denote this solution of θi as solution 1.

Another solution of (16) is (18), which means the coefficients of cos(−2π · xi · u− 2π · yi · v)
and sin(−2π · xi · u− 2π · yi · v) in D0(Φ) are the opposites of the ones in D0(Θ) for i = 1,
2, . . . , (N − 1) ÷ 2. As in the analysis on (19), we get{

cos(ϕi)− cos(ϕ−i) = − cos(θi) + cos(θ−i)
sin(ϕi) + sin(ϕ−i) = − sin(θi)− sin(θ−i)

(22)

After simultaneously solving (22) and (19), we obtain
cos(θ i)= cos(ϕ−i

)
cos(θ−i

)
= cos(ϕ i)

sin(θ i)= −sin(ϕ−i
)

sin(θ−i
)
= −sin(ϕ i)

(23)

⇒
{
θi = −ϕ−i + 2mπ
θ−i = −ϕi + 2mπ

(24)

where m is an integer. We denote this solution of θi as solution 2. Solution 2 corresponds to
a rotational conjugate symmetry, which is caused by the central symmetrical arrangement
of the arrays.

The above analysis shows that there exist two different piston phases (when −ϕ−i =
ϕi, these two solutions degenerate into one), which will generate the same far-field image
in a 7-element system. This is the reason why it is difficult to correctly predict the piston
phase with a single far-field image. In particular, solution 1 and solution 2 constitute all
solutions of I′ f ar(Φ) = I′ f ar(Θ). If we can distinguish between solution 1 and solution 2,
the phase ambiguity in a 7-element system will be solved.

2.2. Solution to Piston-Type Phase Ambiguity

According to the analysis in Section 2.1, solution 1 corresponds to the original piston
phase (denoted as Φ), and solution 2 corresponds to the phase obtained by rotating the
original piston phase 180 degrees and conjugating it (denoted as Φ). Therefore, Φ and
its rotationally conjugate piston phase Φ will generate the same far-field image. This
multi-solution problem is the phase ambiguity.

In CBC, it is necessary to distinguish these two situations so that we can obtain
accurate information on the piston phase for phase compensation. In practice, in order
to achieve this, an additional optical device needs to be added to the system, which will
increase the cost of building and maintaining the experimental platform. Especially when
the system is highly integrated, it is difficult to add additional optical devices. We consider
distinguishing these two piston phases by breaking the rotationally conjugate symmetry in
principle. We declare that applying non-centrosymmetric arrays is a choice to solve this
problem, but, as mentioned earlier, it will damage the quality (the energy ratio of the central
lobe) of the combined beam. Our method is to introduce phase modulation Λ = {γn}.
The modulated phase can be expressed as Φm = {ϕn + γn} and Φm = {ϕn + γn}, where
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ϕn = −ϕ−n. If Φm and Φm generate different far-field images, the following formula holds
(where m is an integer).

ϕn + γn 6= ϕn + γn+2mπ (25)

−ϕ−n − γ−n 6= ϕn + γn+2mπ (26)

In fact, if ϕn 6= −ϕ−n, Equation (27) always holds. If ϕn = −ϕ−n (that is Φ = Φ), the
multi solution problem no longer exists. Therefore, we only consider Equation (26). When
it holds, there should be

γn 6= −γ−n+2mπ (27)

Thus, if Λ = {γn} satisfied Equation (27), we would discriminate Φ and Φ (Φ 6= Φ)
by applying a modulation phase.

We can obtain accurate information of the piston phase through a pair of far-field
images. Compared with adding other optical devices (such as wavefront sensors or addi-
tional charge-coupled device (CCD) cameras on a defocus plane), our method only needs
to capture a modulated image to overcome the phase ambiguity. This does not increase the
complexity of the system. It should be noted that our method will take an additional step
for modulated image acquisition. At the same time, it also requires the phase controller to
have a high regulation accuracy to ensure the generation of a specific modulation phase.

2.3. Discussion on Scalability

We deduced all cases of phase ambiguity in a 7-element system according to the
analysis in Section 2.2. In this section, we will discuss the scalability of the above theories
and solutions.

The first question is whether rotational conjugate symmetry will occur in arbitrary
centrosymmetric arrays. Φ is the solution of (12) and (18), so we could obtain I′ f ar(Φ) =

I′ f ar
(
Φ
)

according to (15), which indicates that rotational conjugate symmetry exists in
arbitrary centrosymmetric arrays. Equations (25) and (26) still hold after adding the phase
modulation satisfying (27), indicating that our method can break the rotational conjugate
symmetry in centrosymmetric arrays.

The second question is whether phase ambiguity only contains rotational conjugate
symmetry in larger arrays. We give two applicable conditions. In these two cases, phase
ambiguity only contains rotational conjugate symmetry. At this time, our method can still
determine the correct piston phase according to far-fields.

Condition 1: B0(Φ) and 1
2 ∑

j
[B j(Φ) + B−j(Φ)] do not have terms with the same fre-

quency. The frequency of each component in B0(Φ) can be expressed as {(−2πx i, −2πyi)}
(where i =±1,±2, . . . ,±(N− 1)÷ 2). The frequency of each component in 1

2∑
j
[B j(Φ) +B−j(Φ)]

can be expressed as {(−2π(x p − xq), −2π(y p − yq))} (where p, q = ±1, ±2, . . . , ±(N

− 1) ÷ 2). Then, Condition 1 can be expressed, as
{

xi = xp − xq
yi = yp − yq

for i, p, q = ±1, ±2,

. . . , ±(N − 1) ÷ 2 does not exist. Examples of arrays meeting Condition 1 are shown in
Figure 3.

Next, we will explain why phase ambiguity only contains rotational conjugate sym-
metry in arrays meeting Condition 1. When I′ f ar(Φ) = I′ f ar(Θ), the coefficients of
each frequency component are equal (Appendix B). Thus, the coefficients of frequency
{( − 2πxi, − 2πyi)} in I′ f ar(Φ) equal to the ones in I′ f ar(Θ). 1

2 ∑
j
[B j(Φ) + B−j(Φ)] do

not contain a frequency of {( − 2πxi, − 2πyi)}, and so we obtain (12). Phase ambigu-
ity contains only rotational conjugate symmetry, in this case according to the analysis in
Section 2.2.
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Condition 2: The centers of all sub-apertures (except sub-aperture 0) are located on
the same circle (for more details and proofs, see Appendix D.). Examples of arrays meeting
Condition 1 are shown in Figure 4.
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The array arrangement affects phase ambiguity in our derivation. There is no limit on
the size of sub-apertures or filling factors in Condition 1 or Condition 2, and there is no
limit on the number of array elements in Condition 1 or Condition 2, which means that
our method is also suitable for large-scale arrays as long as they meet one of the above
conditions. The derivation process is summarized with a diagram, which is shown in
Appendix E.

For more general arrangements (except for the above two cases), the frequency distri-
bution will become very complex with the number of array elements increasing. Therefore,
it will be difficult to obtain the analytical solution of phase ambiguity. Whether there exists
a cause of phase ambiguity other than rotational conjugate symmetry remains to be further
studied. It may be necessary to combine theoretical derivation with numerical simulation
to analyze this problem. This is also the direction and focus of our future work.

3. Simulation and Result Analysis

In Section 2, we analyze the solutions of the piston phase that will cause the phase
ambiguity in the CBC system with a centrosymmetric distribution of sub-apertures, and
provide a method to solve this problem. In this section, we will verify our conclusions of
theoretical derivation through a simulation.

We conduct simulations based on the CBC system shown in Figure 1, and the param-
eters are A = 1, ω0 = 11 mm, λ = 1064 nm, and flens= 2 m. We first randomly generate
50 groups of Φ as the Target Phase. Each group of Φ will generate its corresponding far-field
image (I f ar(Φ)).

We take Θ as the parameter and use Adam [40] for optimization. For each I f ar(Φ),
we first randomly initialize the value of Θ, then we generate its far-field image (I f ar(Θ)).
We calculate the mean square error (MSE) loss between normalized I f ar(Φ) and I f ar(Θ),
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and use this loss to optimize Θ with Adam. Then, we use the updated Θ to generate a new
far-field image and repeat the above steps.

We stopped the iteration until the loss is less than −1 × 10−5. At this time, it is
considered that Φ and Θ generated approximately the same far-field images. The process
is shown in Figure 5. It sometimes fell into the local optimum during iteration. If the loss
was still more than 1 × 10−5 after 500 iterations, we would reinitialize Θ and start a new
round of iterations.
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Figure 5. The process diagram of how to find Θ which generates the samiliar far-field to Φ.

After obtaining a set of Θ that meet the requirements, we would reinitialize it and
repeat the above process until finding 200 groups of Θ that have similar far-field images
with I f ar(Φ). For each Φ, we randomly initialize the value of Θ 200 times, which means we
will find 200 groups of Θ that have far-field images similar to I f ar(Φ).

If our theoretical derivation is correct, the solutions are distributed in two intervals
when the arrays meet Condition 1 and Condition 2. One is Φ itself, and the other is Φ’s
rotationally conjugate piston phase (Φ). If there remain other intervals, this indicates
that other solutions exist. If there exists only one interval, it means that the rotationally
conjugate piston phase Φ will not generate the same far-field image as the original one Φ
(Another possibility is that Φ = Φ, but we avoid generating this kind of Φ).

We conducted simulations, and the results demonstrate that our conclusions are correct.
We randomly selected a Φ for each system and drew the results of the above simulation
iterations in Figure 6. In centrosymmetric-array CBC systems which meet Condition 1
(5-element, 7-element, and 9-element) or Condition 2 (5-element and 17-element), the
solutions are distributed in two intervals (red lines and blue lines). One is Φ itself, and the
other is Φ. Figure 4c–d,g–h,k–l and o–p show that Φ will generate the same far-field image
as Φ.
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Figure 6. (a) Solutions which generate the samiliar far field as Φ in a 5-element system; (b) Emissive
plane and element index in a 5-element system; (c) Far-field generated by Φ in a 5-element system;
(d) Far-field generated by Φ in a 5-element system; (e) Solutions which generate the samiliar far field
as Φ in a 7-element system; (f) Emissive plane and element index in a 7-element system; (g) Far-field
generated by Φ in a 7-element system; (h) Far-field generated by Φ in a 7-element system; (i) Solutions
which generate the samiliar far field as Φ in a 9-element system; (j) Emissive plane and element index
in a 9-element system; (k) Far-field generated by Φ in a 9-element system; (l) Far-field generated by
Φ in a 9-element system; (m) Solutions which generate the samiliar far field as Φ in a 17-element
system; (n) Emissive plane and element index in a 17-element system; (o) Far-field generated by Φ in
a 17-element system; (p) Far-field generated by Φ in a 17-element system.

Aiming at verifying whether our method can effectively solve the phase ambiguity
problem, we designed a simulation process similar to the previous one. The difference
is that we not only require Θ and Φ to generate similar far-field images, but also the
modulated ones to generate similar far-field images. The process is shown in Figure 7a.
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Figure 7. (a) In the process, we not only make Θ generate the samiliar far-field to Φ, but also make
modulated Θ generate the samiliar far-field to modulated Φ; (b) The modulation phase we use in
the 5-element system; (c) The modulation phase we use in the 7-element system; (d) The modulation
phase we use in the 9-element system; (e) The modulation phase we use in the 17-element system.

If our method works, the solutions are only distributed near Φ. We can see that modu-
lated Φ and modulated Φ will no longer generate the far field from Figure 8, which indicates
that we can distinguish them by a pair of far-field images. The results of the simulations
are consistent with our conclusions, which indicates that our method is effective.
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5-element; (b) Emissive plane and element index in 5-element; (c) Modulated far-field generated by Φ
in the 5-element system; (d) Modulated far-field generated by Φ in the 5-element system; (e) Solutions
which generate the samiliar far field as Φ with and without modulated in the 7-element system;
(f) Emissive plane and element index in the 7-element system; (g) Modulated far-field generated by Φ
in the 7-element system; (h) Modulated far-field generated by Φ in the 7-element system; (i) Solutions
which generate the samiliar far field as Φ with and without modulated in the 9-element system;
(j) Emissive plane and element index in the 9-element sstem; (k) Modulated far-field generated by Φ
in the 9-element system; (l) Modulated far-field generated by Φ in the 9-element system; (m) Solutions
which generate the samiliar far field as Φ with and without modulated in the 17-element system;
(n) Emissive plane and element index in the 17-element system; (o) Modulated far-field generated by
Φ in the 17-element system; (p) Modulated far-field generated by Φ in the 17-element system.

4. Impact of Piston-Type Phase Ambiguity

As image-based intelligent algorithms, deep learning algorithms predict the piston
phase from the far-field image, and compensate the current piston phase with the prediction
to realize the co-phase. Through the analysis in Section 2, we prove that there exist two
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piston phase distributions in centrosymmetric arrays, which may generate the same far-
field image. Therefore, we cannot distinguish them from a single far-field image. In other
words, this mapping relationship can be described as “one to many”. If we force the NN
model to fit this relationship, it will be difficult for the model to converge. In the next part,
we will show the impact of phase ambiguity through simulations.

We conduct simulations on a 7-element CBC system. Our simulations are divided into
two groups (as shown in Figure 9). In the first group, we employ model 1 to predict the
piston phase from a single far-field image on the focal plane. According to our analysis,
there exists phase ambiguity in this case. In the second group, model 2 takes the far-field
image in the first group and the corresponding modulated ones as input (the modulation
phase satisfies (29), which is shown in Figure 7c). The phase ambiguity problem is solved
in the second group. We used 30,000 groups of training data to train the models for 200
epochs. We choose MSE as the loss function, which is defined as

MSE =
1

N− 1∑
n

(
1
π
ϕpred

n −
1
π
ϕn

)2
(28)

where ϕpred
n is the prediction of the n-th sub-aperture’s piston phase, and ϕn is the

ground truth of the n-th sub-aperture’s piston phase (n = ±1, ±2, . . . , ±(N − 1) ÷ 2). The
performances of these two models on the training data tend to converge after 200 epochs
(shown in Figure 10).
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We take 5000 groups of testing data to test the performance of model 1 and model 2.
We use the normalized power-in-the-bucket (PIB) as evaluation index, which can be ex-
pressed as

PIB =

∫ ∫
circ(dbucket)I f ar dxdy
σ ·
∫ ∫

I f ar dxdy
(29)

where dbucket is the diameter of bucket, and σ is the ideal PIB (dbucket is 90 mm, and σ is
0.525 in our simulation). If the model performs well, its corresponding normalized PIB will
be high.

The performances of model 1 and model 2 on the testing data are shown in Figure 11.
Although model 1 fits the training data well, its generalization ability is poor. The result
indicates that model 1 tends to “remember” rather than “infer”. The model established an
unreasonable mapping relationship due to phase ambiguity, so it is difficult for model 1
to converge. Therefore, solving phase ambiguity is necessary. Model 2 performs well on
both the training data and the testing data, which indicates that our method can effectively
solve phase ambiguity. We submitted supplementary materials, which include the code of
models and the dataset.
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5. Conclusions

In this paper, we prove that piston-type phase ambiguity will occur in coherent beam
combining (CBC) systems with a centrosymmetric distribution of sub-apertures. In some
specific arrays, we obtain all solutions of piston-type phase ambiguity in multi-aperture
CBC systems through theoretical derivation: if two groups of piston phases generate the
same far-field image, they are equal or rotationally conjugate to each other. To solve this
problem, we propose a method by applying asymmetric phase modulation without adding
additional optical devices. In addition to the theoretical proof, we designed simulations to
verify our conclusions. The simulation results show the correctness of our analysis on phase
ambiguity and the effectiveness of our method. We believe that our work can not only help
to theoretically analyze the corresponding relationship between the piston phase and the
far-field image but also improve the performance of image-based intelligent algorithms.

Supplementary Materials: The following supporting information can be downloaded at: https:
//www.mdpi.com/article/10.3390/photonics9010049/s1. The dataset contains training data and
testing data. Training data include 30,000 origin far-field images (named “ori32”), 30,000 modulated
far-field images (named “add32”), and a label file. All images are single-channel grayscale images
with 32× 32 resolution. Each line in the label contains an image name and its corresponding 6 relative
phases. As the training data, the testing data contain 5000 far-field images, 5000 modulated far-field
images, and a label file. The codes for model 1 and model 2 are in two Python files (“model_1.py” and
“model_2.py”). Model 1 takes origin far-field images (in “ori32”) as input. Model 2 takes both origin
far-field images (in “ori32”) and modulated far-field images (in “add32”) as input. By comparing
their performance on the testing data, we find that phase ambiguity will cause the non-convergence
of the model.

https://www.mdpi.com/article/10.3390/photonics9010049/s1
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Appendix A

We find that when adding a common piston phase ρ to all sub-apertures in Ψ = {ψn},
the value of Equation (9) remains unchanged. As shown in Figure 2, Ψ′ = {ψn + ρ}
generate the same far-field image as Ψ = {ψn}. When the value of ρ changes, there exists
an infinite number of groups of piston phases that may generate the same far field. After
selecting a sub-aperture’s piston phase as the reference, we subtract the reference piston
phase from the initial piston phase and obtain the relative phase. Without loss of generality,
we have ϕi= ψi −ψ0, and then a set of N pistons Ψ = {ψn} (n = 0, ±1, ±2, . . . , ±(N −
1) ÷ 2) can be expressed by a set of N-1 relative pistons Φ = {ϕn} (n = ±1, ±2, . . . , ±(N
− 1) ÷ 2). Because of ϕ0= ψ0 −ψ0 ≡ 0, ϕ0 can usually be omitted. That is, Φ = {ϕn}
contains only the relative piston phases of N − 1 sub-apertures other than the reference
one (sub-aperture 0). Unless otherwise specified, “piston phase” in the following text refers
to the relative piston phase.

Appendix B

In this section, we will prove that if {(xi, yi)} is a finite set of binary real numbers
(if i 6= j, (xi, yi) 6=

(
xj, yj

)
and (xi, yi) 6=

(
−xj, −yj

)
), and for every real number u, v

∑
i
[ai · cos(xi · u + yi · v) + bi · sin(xi · u + yi · v)] = ∑

i
[αi · cos(xi · u + yi · v) + βi · sin(xi · u

+ yi · v)], then ai = αi, bi = βi for all ai, bi, αi, and βi.
First, we consider the one-dimensional case. I will introduce the following lemma.

Lemma A1. f (u) = ∑
i
[pi · cos(xi · u) + qi · sin(xi · u)], {xi} is a finite set of real numbers (if i

6= j, xi 6= xj and xi 6= −xj). For every real number u, f (u) ≡ 0, then pi = 0, qi = 0 for all ai, bi, αi,
and βi.

We first prove Lemma A1. We divide {xi} into K1, K2, . . . , Km, which are pairwise

disjoint. For xs
i ∈ Ks and xt

j ∈ Kt, when s = t, xs
i

xt
j
(xt

j 6= 0) is a rational number; when s 6=

t, xs
i

xt
j
(xt

j 6= 0) is an irrational number. We denote the series of elements in KS as fKs(u),

which can be expressed as fKs(u) = ∑
xs

i∈Ks

[ps
i · cos(xs

i · u) + qs
i · sin(xs

i · u)]. It is obvious

that f (u) = fK1(u) + . . . + fKm(u). When f (u) ≡ 0, we get fK1(u), . . . , fKm(u) ≡ 0. Because
if the above formula does not hold, fK1(u), . . . , fKm(u) have periods of T1 . . . Tm, not all
equal to zero. If I 6= j, Ts

Tt
(Tt 6= 0) is an irrational number. They do not have a common

period, which means f (u) is not a periodic function (an example is that sin(x) + sin(
√

2x)
is not a periodic function). It is contradictory to f (u) ≡ 0.

Then, we consider that fKs(u) ≡ 0. If the elements in KS are rational numbers,

xs
i =

cs
i

ds
i
· (−1)signi , where cs

i , ds
i are rational numbers, signi is 0 (when xs

i is positive) or 1

(when xs
i is negative). We denote u′= es · u, where es is a common multiple of all ds

i . Then,
we have
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fKs(u
′) = ∑ [ps

i · cos(es · (−1)signi ·xs
i · u) + qs

i · (−1)signi · sin(es · (−1)signi · xs
i · u)] ≡ 0 (A1)

where es·(−1)signi · x
s
i is a natural number. According to the uniqueness of the trigonometric

series, ps
i and (−1)signi · qs

i in KS are zeros. Then ps
i and qs

i in KS are zeros.

If the elements in KS are rational numbers, xs
i = hs · cs

i
ds

i
· (−1)signi , where cs

i , ds
i are

rational numbers, hs is an irrational number, and signi is 0 (when xs
i is positive) or 1 (when

xs
i is negative). When s 6= t, hs 6= ht, according to the definition of KS. We denote u′ = es

hs · u,
where es is a common multiple of all ds

i . Then we have

fKs(u
′) = ∑ [ps

i · cos(
es

hs · (−1)signi ·xs
i · u) + qs

i · (−1)signi · sin(
es

hs · (−1)signi · xs
i · u)] ≡ 0 (A2)

where es

hs ·xs
i · (−1)signi is a natural number. According to the uniqueness of the trigonometric

series, ps
i and (−1)signi · qs

i in KS are zeros. Then, ps
i and qs

i in KS are zeros.
For all pi and qi, we have pi = 0, qi = 0. Lemma A1 is proved.
We extend Lemma A1 to two dimensions. We denote f (u, v) = ∑

i
[pi · cos(xi · u + yi · v)

+qi · sin(xi · u + yi · v)], where {(xi, yi)} is a finite set of binary real numbers (when i
6= j, (xi, yi) 6=

(
xj, yj

)
and (xi, yi) 6=

(
−xj, −yj

)
). We first freeze v. Then, we divide

{(xi, yi)} into L1, L2, . . . , Lm, L−1, L−2, . . . , L−m, which are pairwise disjointed. For
(xs

i , ys
i ) ∈ Ls and (xt

i , yt
i) ∈ Lt, when s = t, xs

i = xt
j , which we denote as xs; when s

6= t, xs
i 6= xt

j . Especially when s = −t, xs
i = −xt

j . We can rewrite f (u, v) as f (u, v) =

fL1(u, v) + fL−1(u, v) + . . . + fLm(u, v) + fL−m(u, v).
We denote the series consisting of the elements in Ls as fLs(u, v).

fLs (u) = ∑
(xs

i ,ys
i )∈Ls

[ps
i · cos(xs · u+ys

i · v) + qs
i · sin(xs

i · u+ys
i · v)]

= ∑
(xs

i ,ys
i )∈Ls

[ps
i · cos(ys

i · v) · cos(xs · u)− ps
i · sin(ys

i · v) · sin(xs · u) + qs
i · cos(ys

i · v) · sin(xs
i · u) + qs

i · sin(ys
i · v) · cos(xs

i · u)]

= ∑
(xs

i ,ys
i )∈Ls

[[ps
i · cos(ys

i · v) + qs
i · sin(ys

i · v)] · cos(xs · u) + [−ps
i · sin(ys

i · v) + qs
i · cos(ys

i · v)] · sin(xs · u)]

= cos(xs · u) · ∑
(xs

i ,ys
i )∈Ls

[ps
i · cos(ys

i · v) + qs
i · sin(ys

i · v)] + sin(xs · u) · ∑
(xs

i ,ys
i )∈Ls

[−ps
i · sin(ys

i · v) + qs
i · cos(ys

i · v)]

(A3)

Similarly, we denote the series consisting of the elements in L−s (if L−s exists) as
fL−s(u, v).

fLs (u) = ∑
(x−s

i ,y−s
i )∈L−s

[p−s
i · cos(−xs · u+y−s

i · v) + q−s
i · sin(−xs

i · u+y−s
i · v)]

= ∑
(x−s

i ,y−s
i )∈L−s

[p−s
i · cos(y−s

i · v) · cos(−xs · u)− p−s
i · sin(y−s

i · v) · sin(−xs · u) + q−s
i · cos(y−s

i · v) · sin(−xs
i · u) + q−s

i · sin(y−s
i · v) · cos(−xs

i · u)]

= ∑
(x−s

i ,y−s
i )∈L−s

[[p−s
i · cos(y−s

i · v) + q−s
i · sin(y−s

i · v)] · cos(−xs · u) + [−p−s
i · sin(y−s

i · v) + q−s
i · cos(y−s

i · v)] · sin(−xs · u)]

= ∑
(x−s

i ,y−s
i )∈L−s

[
[p−s

i · cos(y−s
i · v) + q−s

i · sin(y−s
i · v)] · cos(xs · u) + [p−s

i · sin(y−s
i · v)− q−s

i · cos(y−s
i · v)] · sin(xs · u)

]
= cos(xs · u) · ∑

(x−s
i ,y−s

i )∈L−s

[p−s
i · cos(y−s

i · v) + q−s
i · sin(y−s

i · v)] + sin(xs · u) · ∑
(x−s

i ,y−s
i )∈L−s

[p−s
i · sin(y−s

i · v)− q−s
i · cos(y−s

i · v)]

(A4)
fLs(u, v) and fL−s(u, v) contain all terms of cos(xs · u) and sin(xs · u). If f (u, v) ≡ 0,

the coefficients of cos(xs · u) and sin(xs · u) are all zero according to Lemma A1. Then,
we get

∑
(xs

i ,ys
i )∈Ls

[ps
i · cos(ys

i · v) + qs
i · sin(ys

i · v)] + ∑
(x−s

i ,y−s
i )∈L−s

[p−s
i · cos(y−s

i · v) + q−s
i · sin(y−s

i · v)] = 0 (A5)

∑
(xs

i ,ys
i )∈Ls

[−ps
i · sin(ys

i · v) + qs
i · cos(ys

i · v)] + ∑
(x−s

i ,y−s
i )∈L−s

[p−s
i · sin(y−s

i · v)− q−s
i · cos(y−s

i · v)] = 0 (A6)
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Then, we see v as a variable and get that all coefficients of cos(ys
i · v) and sin(ys

i · v)
are zero according to Lemma A1. It should be noted that, for (xs

i , ys
i ) ∈ Ls, there may exist

(xs
i ,−ys

i ) ∈ Ls or (−xs
i , ys

i ) ∈ L−s. However, due to our previous assumptions, (xs
i ,−ys

i ) ∈
Ls and (−xs

i , ys
i ) ∈ L−s cannot co-exist (which avoids redundant representations).

When there exists (xs
i ,−ys

i ) ∈ Ls, we denote the coefficients as ps
−i and qs

−i. The terms
containing cos(ys

i · v) and sin(ys
i · v) are ps

i · cos(ys
i · v) + qs

i · sin(ys
i · v) + ps

−i · cos(−ys
i · v) +

qs
−i · sin(−ys

i · v) in (A5) and −ps
i · sin(ys

i · v) + qs
i · cos(ys

i · v) − ps
−i · sin(−ys

i · v) + qs
−i ·

cos(−ys
i · v) in (A6). When the coefficients of cos(ys

i · v) and sin(ys
i · v) in each term are

zero, we get {
ps

i + ps
−i = 0

qs
i − qs

−i = 0
(A7)

{
−ps

i + ps
−i = 0

qs
i + qs

−i = 0
(A8)

From (A7) and (A8), we get that ps
i , qs

i , ps
−i, and qs

−i are all zero.
When there exists (−xs

i , ys
i ) ∈ L−s(y−s

i = ys
i ), we denote the coefficients as p−s

i and q−s
i .

The terms containing cos(ys
i · v) and sin(ys

i · v) are ps
i · cos(ys

i · v) + qs
i · sin(ys

i · v) + p−s
i ·

cos(ys
i · v) + q−s

i · sin(ys
i · v) in (A5) and−ps

i · sin(ys
i · v) + qs

i · cos(ys
i · v) + p−s

i · sin(ys
i · v)−

q−s
−i · cos(ys

i · v) in (A6). When the coefficients of cos(ys
i · v) and sin(ys

i · v) in each term are
zero, we get {

ps
i + p−s

i = 0
qs

i + q−s
i = 0

(A9){
−ps

i + p−s
i = 0

qs
i − q−s

i = 0
(A10)

From (A9) and (A10), we get that ps
i , qs

i , p−s
i and q−s

i are all zero.
If there does not exist (xs

i ,−ys
i ) ∈ Ls or (−xs

i , ys
i ) ∈ L−s, we get that ps

i and qs
i are zero.

Considering each term of cos(ys
j · v) and sin(ys

j · v), we can derive that ps
j , qs

j , p−s
j , and q−s

j ,
which belong to Ls or L−s, are zero.

After repeating the above process on Lt and L−t, we finally get that all pj and qj which
belong to L1, L2, . . . , Lm, L−1, L−2, . . . , L−m are 0. Therefore, the two-dimensional case
is proved.

The problem at the beginning of this section is proved.
If {(xi, yi)} is a finite set of binary real numbers (if i 6= j, (xi, yi) 6=

(
xj, yj

)
and

(xi, yi) 6=
(
−xj, −yj

)
), and for every real number u, v

∑
i
[ai · cos(xi · u + yi · v) + bi · sin(xi · u + yi · v)] = ∑

i
[αi · cos(xi · u + yi · v) + βi · sin(xi · u + yi · v)] (A11)

Then

∑
i
[(ai − αi) · cos(xi · u + yi · v) + (bi − βi) · sin(xi · u + yi · v)] ≡ 0 (A12)

We get ai − αi = 0 and bi − βi = 0 for all ai, bi, αi, and βi according to the above
derivations.

Appendix C

The Emissive plane of the 7-element system is shown in Figure A1. We list the
coordinates of each sub-aperture on the emissive plane in Table A1, which is helpful for us
to analyze the frequency characteristics of the far-field image.
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Table A1. Coordinates of sub-apertures on the emissive plane in the 7-element system.

Element Index

−3 −2 −1 0 1 2 3

Coordinate
representation

(xi, yi)

(
l,−
√

3l )
(
−l, −

√
3l ) (−2l, 0) (0, 0) (2l, 0)

(
l,
√

3l )
(
−l, −

√
3l )

2l is the distance from the center of sub-aperture 0 to the center of sub-aperture 1. It
should be noted that the value of l will affect the shape of the far-field spot, but it will not
change the solutions of phase ambiguity. By substituting (xi, yi) in Table A1 into (10), we
can obtain each frequency component of the far-field image and its coefficient, which is
listed in Table A2.

Table A2. Components with different frequency and their coefficients in I′ f ar generated by Φ and Θ.

Components with Different Frequency Coefficients (Φ) Coefficients (Θ)

cos (−2π(4l)u) 2cos (ϕ1 −ϕ−1) 2cos (θ1 − θ−1)
sin (−2π(4l)u) −2sin (ϕ1 −ϕ−1) −2sin (θ1 − θ−1)

cos (−2π(2l)u − 2π(2
√

3l)v) 2cos (ϕ2 −ϕ−2) 2cos (θ2 − θ−2)
sin (−2π(2l)u − 2π(2

√
3l)v) −2sin (ϕ2 −ϕ−2) −2sin (θ2 − θ−2)

cos (−2π(−2l)u − 2π(2
√

3l)v) 2cos (ϕ3 −ϕ−3) 2cos (θ3 − θ−3)
sin (−2π(−2l)u − 2π(2

√
3l)v) −2sin (ϕ3 −ϕ−3) −2sin (θ3 − θ−3)

cos (−2π(3l)u − 2π(
√

3l)v) cos (ϕ1 −ϕ−2)+ cos (ϕ−1 −ϕ2) cos (θ1 − θ−2) + cos (θ−1 − θ2)
sin (−2π(3l)u − 2π(

√
3l)v) sin (ϕ1 −ϕ−2) − sin (ϕ−1 −ϕ2) sin (θ1 − θ−2) − sin (θ−1 − θ2)

cos (−2π(2
√

3l)v) cos (ϕ2 −ϕ−3) + cos (ϕ−2 −ϕ3) cos (θ2 − θ−3) + cos (θ−2 − θ3)
sin (−2π(2

√
3l)v) sin (ϕ2 −ϕ−3) − sin (ϕ−2 −ϕ3) sin (θ2 − θ−3) − sin (θ−2 − θ3)

cos (−2π(−3l)u − 2π(
√

3l)v) cos (ϕ3 −ϕ1) + cos (ϕ−3 −ϕ−1) cos (θ3 − θ1) + cos (θ−3 − θ−1)
sin (−2π(−3l)u − 2π(

√
3l)v) sin (ϕ3 −ϕ1) − sin (ϕ−3 −ϕ−1) sin (θ3 − θ1) − sin (θ−3 − θ−1)

cos (−2π(2l)u) cos (ϕ2 −ϕ3) + cos (ϕ−2 −ϕ−3) + cos
(ϕ1) + cos (ϕ−1)

cos (θ2 − θ3) + cos (θ−2 − θ−3) + cos (θ1)
+ cos (θ−1)

sin (−2π(2l)u) sin (ϕ2 −ϕ3) − sin (ϕ−2 −ϕ−3) + sin
(ϕ1) − sin (ϕ−1)

sin (θ2 − θ3) − sin (θ−2 − θ−3) + sin (θ1)
− sin (θ−1)

cos (−2π(l)u − 2π(
√

3l)v) cos (ϕ1 −ϕ−3) + cos (ϕ−1 −ϕ3) + cos
(ϕ2) + cos (ϕ−2)

cos (θ1 − θ−3) + cos (θ−1 − θ3) + cos (θ2)
+ cos (θ−2)

sin (−2π(l)u − 2π(
√

3l)v) sin (ϕ1 −ϕ−3) − sin (ϕ−1 −ϕ3) + sin
(ϕ2) − sin (ϕ−2)

sin (θ1 − θ−3) − sin (θ−1 − θ3) + sin (θ2)
− sin (θ−2)

cos (−2π(−l)u − 2π(
√

3l)v) cos (ϕ−1 −ϕ−2) + cos (ϕ1 −ϕ2) + cos
(ϕ3) + cos (ϕ−3)

cos (θ−1 − θ−2) + cos (θ1 − θ2) + cos (θ3)
+ cos (θ−3)

sin (−2π(−l)u − 2π(
√

3l)v) sin (ϕ−1 −ϕ−2) − sin (ϕ1 −ϕ2) + sin
(ϕ3) − sin (ϕ−3)

sin (θ−1 − θ−2) − sin (θ1 − θ2) + sin (θ3)
− sin (θ−3)

1 7 7
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I′ f ar is the sum of the product of each component and its corresponding coefficient.
If I′ f ar(Φ) = I′ f ar(Θ), the coefficients of each component are equal, according to the
uniqueness of the coefficients (Appendix C.). First, because the coefficients of cos (−2π(4l)u)
and sin (−2π(4l)u) are equal, we obtain{

2 cos(ϕ 1 −ϕ−1) = 2 cos(θ 1 − θ−1)
−2 sin(ϕ 1 −ϕ−1) = −2 sin(θ 1 − θ−1)

(A13)

⇒ θ1 − θ−1 = ϕ1 −ϕ−1+2mπ (A14)

where m is an integer. As in (A14), we obtain

θ2 − θ−2 = ϕ2 −ϕ−2+2mπ (A15)

θ3 − θ−3 = ϕ3 −ϕ−3+2mπ (A16)

Then, because the coefficients of cos (−2π(3l)u − 2π(
√

3l)v) and sin (−2π(3l)u −
2π(
√

3l)v) are equal, we obtain{
cos(ϕ 1 −ϕ−2) + cos(ϕ−1 −ϕ2) = cos(θ 1 − θ−2) + cos(θ−1 − θ2)
sin(ϕ 1 −ϕ−2)− sin(ϕ−1 −ϕ2) = sin(θ 1 − θ−2)− sin(θ−1 − θ2)

(A17)

We introduce Lemma A2 and Lemma A3 before finding the solution of (A17).

Lemma A2. The following formula{
cos(a) + cos(b) = cos(x) + cos(y)
sin(a)− sin(b) = sin(x)− sin(y)

(A18)

has 3 real solutions, which are {
a + b = π+ 2mπ
x + y = π+ 2mπ

(A19){
x = a + 2mπ
y = b + 2mπ

(A20){
x =− b + 2mπ
y =− a + 2mπ

(A21)

Next, we prove Lemma A2. By shifting the term of (A18) and applying the character
of the trigonometric function, we obtain

(cos(a) + cos(b)− cos(x))2 + (sin(a)− sin(b)− sin(x))2 = (cos(y))2 + (− sin(y))2 = 1
3 + 2 cos(a) · cos(b)− 2[cos(a) + cos(b)] · cos(x)− 2 sin(a) · sin(b)− 2[sin(a)− sin(b)] · sin(x) = 1

2 + 2 cos(a + b) = 2[cos(a) + cos(b)] · cos(x) + 2[sin(a)− sin(b)] · sin(x)
4 cos2 a+b

2 = 2
[
2 cos( a+b

2 ) · cos( a−b
2 )
]
· cos(x) + 2

[
2 cos( a+b

2 ) · sin( a−b
2 )
]
· sin(x)

4 cos2 a+b
2 = 4 cos( a+b

2 ) · cos( a−b
2 − x)

(A22)

If cos( a+b
2 ) equals to 0, we obtain (A19) after substituting it into (A18). If cos( a+b

2 ) is
not equal to 0, we can divide both sides of (A22) by 4 cos( a+b

2 ) and get

cos( a+b
2 ) = cos( a−b

2 − x)
⇒ a−b

2 − x = − a+b
2 +2mπ or a−b

2 − x = a+b
2 +2mπ

(A23)

Substituting x in (A23) into (A18), we obtain (A20) and (A21), respectively. Lemma A2
is proved.
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Lemma A3. If one of the following formulas holds{
a + b = π+ 2mπ
x + y = π+ 2mπ

(A24)

{
x = a + 2mπ
y = b + 2mπ

(A25){
x =− b + 2mπ
y =− a + 2mπ

(A26)

we get {
cos(a) + cos(b) = cos(x) + cos(y)
sin(a)− sin(b) = sin(x)− sin(y)

(A27)

Lemma A3 is the inverse proposition of Lemma A2, which can be proved by substitut-
ing (A24), (A25), and (A26) into (A27).

Equation (A17) has three solutions according to Lemma A2. The first solution is{
ϕ1 −ϕ−2+ϕ−1 −ϕ2 = π+ 2mπ
θ1 − θ−2 + θ−1 − θ2 = π+ 2mπ

(A28)

According to (A24) in Lemma A3, we obtain{
cos(ϕ 1 −ϕ2) + cos(ϕ−1 −ϕ−2) = cos(θ 1 − θ2) + cos(θ−1 − θ−2)
sin(ϕ 1 −ϕ2)− sin(ϕ−1 −ϕ−2) = sin(θ 1 − θ2)− sin(θ−1 − θ−2)

(A29)

The coefficients of cos (−2π(-l)u − 2π(
√

3l)v) and sin (−2π(-l)u − 2π(
√

3l)v) in I f ar(Φ)
and I f ar(Θ) should be equal. When (A29) holds, we obtain{

cos(ϕ 3) + cos(ϕ−3) = cos(θ 3) + cos(θ−3)
sin(ϕ 3)− sin(ϕ−3) = sin(θ 3)− sin(θ−3)

(A30)

The second solution of (A17) is{
ϕ1 −ϕ−2 = θ1 − θ−2+2mπ
ϕ−1 −ϕ2 = θ−1 − θ2+2mπ

(A31)

According to (A15), we obtain{
ϕ1 − θ1 = ϕ−2 − θ−2+2mπ =ϕ2 − θ2+2mπ
ϕ−1 − θ−1 = ϕ2 − θ2+2mπ =ϕ−2 − θ−2+2mπ

(A32)

{
ϕ1 −ϕ2 = θ1 − θ2+2mπ
ϕ−1 −ϕ−2 = θ−1 − θ−2+2mπ

(A33)

According to (A25) in Lemma A3, we obtain (A29) and (A30) as well.
The third solution of (A17) is{

ϕ1 −ϕ−2 = −θ−1 + θ2+2mπ
ϕ−1 −ϕ2 = −θ1 + θ−2+2mπ

(A34)

According to (A15), we obtain{
ϕ1 −ϕ2 = −θ−1 + θ2 +ϕ−2 −ϕ2+2mπ = −θ−1 + θ−2+2mπ
ϕ−1 −ϕ−2 = −θ1 + θ−2 +ϕ2 −ϕ−2+2mπ =− θ1 + θ2+2mπ

(A35)

According to (A26) in Lemma A3, we obtain (A29) and (A30) as well.
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Similarly, we can get{
cos(ϕ 2) + cos(ϕ−2) = cos(θ 2) + cos(θ−2)
sin(ϕ 2)− sin(ϕ−2) = sin(θ 2)− sin(θ−2)

(A36)

{
cos(ϕ 1) + cos(ϕ−1) = cos(θ 1) + cos(θ−1)
sin(ϕ 1)− sin(ϕ−1) = sin(θ 1)− sin(θ−1)

(A37)

(A30), (A36), and (A37) are exactly the coefficients of each component in B0(Φ) and
B0(Θ). Therefore, we obtain B0(Φ) = B0(Θ).

Appendix D

In this section, we will prove that phase ambiguity contains only rotational conjugate
symmetry in circular arrays.

Since the centers of all sub-apertures (except for sub-aperture 0) are located on a
circular, {(x i, yi)} (where i = ±1, ±2, . . . , ±(N − 1) ÷ 2) can be expressed as {(ρ ·
cos(α i), ρ · sin(α i))} by polar coordinates (where xi = ρ · cos(α i) and yi = ρ · sin(α i)).
We divide the sub-apertures into H0, H1, H2, . . . , Hn according to their coordinates on
the emissive plane. H0 represents sub-aperture 0. Any two sub-apertures in Hj meet the

condition αj
p − α

j
q = π

3 ·m (where m is an integer). It can also be concluded that the
sub-apertures in Hj are located on the vertices of a regular hexagon.

The non-direct-current (Non-DC) frequency generated by the superposition of beams
emitted from sub-apertures in H0 and Hj in the far-field can be express by a group of binary

real numbers as ω0
j =

{
(−2πρ cos(αj

p),−2πρ sin(αj
p))
}

and

ωj =
{
(−2πρ(cos

(
α

j
p)− cos(αj

q)),−2πρ(sin
(
α

j
p)− sin(αj

q)))
}

. ω0
j represents the fre-

quency generated by the beams from sub-aperture 0 and sub-apertures in Hj. ωj represents
the frequency generated by the beams from two sub-apertures in Hj.

The Non-DC frequency generated by the sub-apertures in Hr (r 6= j) and Hs in the far-field
image can be expressed asωs

r =
{
(−2πρ(cos

(
αr

a)− cos(αs
b)),−2πρ(sin

(
αr

a)− sin(αs
b)))

}
(when s 6= 0) orω0

r = {(−2πρ cos(αr
a),−2πρ sin(αr

a))} (when s = 0).

Lemma A4. If
cos(a)− cos(b) = cos(c) (A38)

sin(a)− sin(b) = sin(c) (A39)

holds, we obtain {
b = a + π

3 + 2mπ
c = a− π

3 + 2mπ
(A40){

b = a− π
3 + 2mπ

c = a + π
3 + 2mπ

(A41)

According to (A38) and (A39), we obtain

(cos(a)− cos(b))2 + (sin(a)− sin(b))2 = (cos(c))2 + (sin(c))2 = 1
2− 2 cos(a) · cos(b)− 2 sin(a) · sin(b) = 1

2 cos(a− b) = 1
b = a + π

3 + 2mπ or b = a− π
3 + 2mπ

(A42)

After substituting b in (A42) into (A38) and (A39), we can obtain (A40) and (A41).
Lemma A4 is proved.
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If there exists a common frequency betweenω0
j andω0

r , we obtain −2πρ cos
(
α

j
p) = −2πρ sin(αr

a)

−2πρ sin
(
α

j
p) = −2πρ sin(αr

a)
(A43)

⇒ α r
a = α

j
p + 2mπ (A44)

This is in contradiction with r 6= j. Therefore, there does not exist a common frequency
betweenω0

j andω0
r .

If there exists a common frequency betweenω0
j andωs

r, we obtain −2πρ cos
(
α

j
p) = −2πρ(cos

(
αr

a)− cos(αs
b))

−2πρ sin
(
α

j
p) = −2πρ(sin

(
αr

a)− sin(αs
b))

(A45)

which has 2 solutions (according to Lemma A4){
αs

b = αr
a +

π
3 + 2mπ

α
j
p = αr

a − π
3 + 2mπ

(A46)

{
αs

b = αr
a − π

3 + 2mπ
α

j
p = αr

a +
π
3 + 2mπ

(A47)

This is in contradiction with r 6= j. Therefore, there does not exist a common frequency
between ω0

j and ωs
r. Similarly, there does not exist a common frequency between ωj

andω0
r .

If there exists a common frequency betweenωj andωs
r, we obtain −2πρ(cos

(
α

j
p)− cos(αj

q)) = −2πρ(cos
(
αr

a)− cos(αs
b))

−2πρ(sin
(
α

j
p)− sin(αj

q)) = −2πρ(sin
(
αr

a)− sin(αs
b))

(A48)

According to Lemma A2, (A48) has three solutions{
αs

b = αr
a + 2mπ

α
j
p = α

j
q + 2mπ

(A49)

{
αr

a = α
j
p + 2mπ

αs
b = α

j
q + 2mπ

(A50)

{
αr

a = α
j
q + π+ 2mπ

αs
b = α

j
p + π+ 2mπ

(A51)

(A49) is in contradiction with Non-DC. (A50) and (A51) are in contradiction with r 6= j.
Therefore, there does not exist a common frequency betweenωj andωs

r.
In conclusion, we can see H0 and Hj as an independent system without considering

the influence of other sub-apertures.
If the number of sub-apertures in Hj is 6, we obtain Bj

0(Φ) =Bj
0(Θ) when I′ f ar(Φ) =

I′ f ar(Θ), according to Appendix D (the frequency of Bj
0 can be expressed as ω0

j ). If the
number of sub-apertures in Hj is less than 6, because there is no coupling term, we obtain

Bj
0(Φ) =Bj

0(Θ).
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According to B0(Φ) = ∑
j

Bj
0(Φ), we can get that (12) holds. In this case, phase

ambiguity contains only the rotational conjugate symmetry referring to the analysis in
Section 2.2.

Appendix E

In this section, we show our main derivation process with a diagram.
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