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Abstract: An influence function filtering method (IFFM) is presented to improve the wavefront
correction capability in laser systems by curbing the correction performance degradation resulted
from the IF measurement noise. The IFFM is applied to the original measured IF. The resulting filtered
IF is then used to calculate the wavefront control signal in each iteration of the closed-loop correction.
A theoretical wavefront correction analysis model (CAM) is built. The impact of the IF measurement
noise as well as the improvement of the IFFM on the wavefront correction capability are analyzed. A
simulation is set up to analyze the wavefront correction capability of the filtered IF using Zernike
mode aberrations. An experiment is carried out to study the effectiveness of the IFFM under practical
conditions. Simulation and experimental results indicate that the IFFM could effectively reduce the
negative effect of the measurement noise and improve the wavefront correction capability in laser
systems. The IFFM requires no additional hardware and does not affect the correction speed.

Keywords: adaptive optics; influence function; wavefront correction

1. Introduction

Adaptive optics (AO) is widely employed in many fields, from astronomical obser-
vation [1–8] at the macro level to bioimaging microscopy [9–15] at the micro level and
from inertial confinement fusion facilities [12–14] at the high-power level to vision sci-
ence research [15–17] at the low-power level. One of the important applications of AO
is wavefront correction in laser systems to improve the beam quality of the output laser
beam [18–20]. An AO system generally consists of a wavefront sensor, a wavefront con-
troller and a wavefront compensator. The deformable mirror (DM) is commonly adopted as
the wavefront compensator [21,22]. In the wavefront correction process, the DM’s influence
function (IF) and the distorted wavefront to be corrected are measured by the wavefront
sensor, and then the measured data are transmitted to the wavefront controller to calculate
the control signal of the DM. The surface shape of the DM is then deformed to generate
the conjugated wavefront to correct the wavefront aberration. Therefore, the measurement
accuracy of the IF should be high enough to ensure the accuracy of the calculated control
signal so as to obtain fine correction capability. However, in many practical optical systems,
the IF is commonly measured by using a Shack–Hartmann wavefront sensor (SHWFS) and
the measurement noises always exists in the measured IF [23–25]. According to previous
research, the measurement noises occur in the form of random and irregular fluctuations
with amplitude being about 30% of the overall deformation amplitude of the DM caused by
ambient vibration and turbulence [23–25]. Due to occurrence of the measurement noises,
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the measured IF is inconsistent with the actual IF of the DM, and the wavefront correction
ability of the AO system is limited.

Some studies have been focused on the improvement of the measurement accuracy of
the IF to obtain good wavefront correction capability [26–29]. An adaptive-influence-matrix
(AIM) method was proposed, in which the IF was measured and calibrated multiple times
during the closed-loop correction process to improve the measurement accuracy [26]. This
method took the nonlinearity effect of the actuators into consideration while leaving out
the random and irregular measurement noise. Then, a two-step high-precision system
identification method in wavefront control was proposed [27] with the measurement noise
being considered, in which multiple tentative measured wavefronts were used to suppress
the measurement noise and obtain optimized influence functions. Besides, a wavefront
reconstruction method was proposed [28] to estimate the high-resolution wavefront using
multiple wavefront measurements. The high-resolution wavefront was reconstructed by a
maximum a posteriori (MAP) method, taking into consideration the measurement model
and the prior information derived from the spectrum statistics of the turbulence phase.
The accuracy of the measured IF could hence be improved. Nonetheless, in these methods
that could improve the IF measurement accuracy, multiple IF measurements were required,
which would reduce the applicability of the AO system. Recently, a hybrid AO system-
based IF optimization method was proposed [29], in which the IF was measured by using
a deflectometry system with higher measurement accuracy than the SHWFS. Simulation
and experimental results revealed that the method could improve the IF measurement
accuracy as well as the wavefront correction capability, however the utilization of additional
hardware would increase the structure complexity of the system. In addition to this, some
studies focused on fitting the actual IF with Gaussian function and its modifications [30,31].
A modified Gaussian influence function (MGIF) was proposed to fit the IF measured by a
Zygo interferometer [30], and a simple method is adopted to characterize the actual IF of
various position actuators. Compared to the traditional Gaussian IF, the MGIF possesses
the actual IF features in the azimuthal and radial directions. Besides, the IF of a 140-actuator
continuous membrane DM was measured using an SHWFS and then fitted using a Gaussian
function [31]. The Gaussian and modified Gaussian function fitting methods could be
implemented in the IF measurement during the precorrection process, which means that
the effect of the measurement noise could be mitigated in the correction; therefore, the
closed-loop correction capability could be improved. Nonetheless, this requires that the IF
needs to be accurately measured in the precorrection process without the measurement
noise, thus reducing the flexibility of the measurement.

An IF filtering method (IFFM) to effectively improve the closed-loop wavefront cor-
rection capability of the AO system in laser systems is presented in this paper. The IFFM
is applied during the calculation process of the wavefront correction. In the IFFM, a fil-
tered IF is generated in the precorrection process based on the measured IF through the
filtering function. After that, the filtered IF will replace the measured IF in the closed-loop
correction process to calculate the wavefront correction control signal with the measured
laser wavefront. The filtered-IF-based control signal is then applied to the DM to improve
the closed-loop correction capability of the AO system. This paper is organized as follows.
In Section 2, we build a theoretical wavefront correction analysis model (CAM) in simu-
lation to systematically analyze the impact of the measurement noises on the correction
capability. We also introduce principles of the IFFM, including the calculation process and
the characteristic analysis of the IF before and after the filtering. In Section 3, a simulation
model is built to investigate the improvement of correction capability brought by the IFFM.
In Section 4, an experiment is conducted to study the effectiveness of the IFFM in practical
circumstances. In Section 5, we analyze and discuss the simulation and experimental
results, which show that the correction capability as well as the robustness of the AO
system could be improved by using the IFFM.
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2. Principles
2.1. Principles of the Wavefront Correction Analysis Model

In an AO system, in which a DM is employed as the wavefront compensator and the
IF of the DM is taken to calculate the control signals, the measurement noise of the IF has
a negative effect on the correction capability of the system. To theoretically investigate
the effect of measurement noises, a theoretical CAM is built. This model explains how IF
works in the wavefront correction process of an AO system, and clarifies the relationship
of the IF, the initial wavefront (which is to be corrected) and the residual wavefront after
correction. Symbols used in the CAM and corresponding descriptions are listed in Table 1.

Table 1. Symbols used in the CAM.

Symbol Description

w Initial wavefront before correction
r Residual wavefront after correction
u Control signal of the DM
Fa Simulated ideal IF of the DM

Fmeasu Measured IF of the DM
Fmodu Filtered IF of the DM

δ Measurement noise of the IF

The parameters in the CAM are defined as follows. The initial wavefront w represents
the wavefront measured by the wavefront sensor and to be corrected by the AO system.
The control signal u represents the voltage signal that is applied on the DM to generate
conjugate wavefront to compensate the initial wavefront w. The residual wavefront r
represents the uncorrected residual after the correction of the initial wavefront w. The ideal
IF Fa represents the IF simulated based on the model. The measured IF Fmeasu represents
the DM’s IF measured by the wavefront sensor. The filtered IF Fmodu represents the IF
filtered from the measured IF Fmeasu by the IFFM. The IF measurement noise δ represents
the difference between the measured IF Fmeasu and the ideal IF Fa.

In the CAM, the wavefront correction process of the AO system is simplified into
two steps. In step one, w is set as the compensation target and u is calculated using
Fc and w through a calculation algorithm. Here, we adopt the least squares method,
a form of mathematical regression analysis often used in AO wavefront correction, to
calculate the control signal u that best fits the DM’s IF and the wavefront aberration to be
corrected [32–34]. In step two, the compensating wavefront is generated using the ideal IF
Fa and the control signal u, and the residual r is calculated as the difference between w and
the compensating wavefront. The two steps are expressed as Equations (1) and (2):

Fcu = −w, (1)

r = w + Fau, (2)

where Fc represents the IF (i.e., Fa, Fmeasu or Fmodu) that is used in the calculation of the
control signal u. Taking Equation (2) as a linear system of equations, there exists an optimal
control signal uop that could minimize the residual, and uop is given by

uop = −(FT
a Fa)

−1
FT

a w. (3)

Meanwhile, the solution uc of u in Equation (1) is given by

uc = −(FT
c Fc)

−1
FT

c w. (4)
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It is noteworthy that Fa in Equation (2) represents the ideal IF and could not be
accurately measured in experiments since measurement noise δ always exists. Thus, it
could be seen that uop and uc are not identical invariably, which will finally lead to the
differences in wavefront correction capability.

Fmeasu is used as Fc in practical correction process:

Fc = Fmeasu = Fa + δ. (5)

If the measurement is ideal and no measurement noise (i.e., δ = 0) exists, Fc and uc
equal the ideal IF Fa and uop, respectively, and the optimal r could be obtained. However,
the ideal measurement could not be achieved practically due to ambient vibration and
turbulence. The measurement noise δ does not equal zero and Fc equals the measured IF
Fmeasu, while uc is not equal to uop. Thus, the wavefront correction capability is affected.

Previous research shows that for an AO system operating indoors, the IF measurement
noise δ appears as random and irregular fluctuations in the whole clear aperture [18–20].
For each actuator’s IF, the peak-to-valley (PV) value of the measured noise δ is generally
20–40% of that of the ideal IF Fa. Due to the measurement noise, the optimal r could
not be obtained in a practical AO system, which will result in ability degradation of the
wavefront correction.

A simulation model is built to investigate the effect of the measurement noise δ on the
residual r. In the simulation, the ideal IF Fa is built through the COMSOL Multiphysics
software, while the measured IF Fmeasu as well as the correction process are simulated
through MATLAB software [35,36].

As shown in Figure 1, a finite element model of the DM, which consists of a base, a
mirror and 49 in-between actuators, is built in COMSOL. Structural and material parame-
ters of the DM are listed in Tables 2 and 3 separately. BK7, stainless steel and piezoelectric
ceramics are set as materials of the mirror, the base and the actuators, respectively. The
model is based on the stress interface in the structural mechanics module. The vertical
deformation, horizontal rotation and center point of the base undersurface are all set to
zero degrees of freedom. The initial surface shape of the mirror is set in an absolute plane.
In the simulation, the top faces of the 49 actuators are set to shift up by 1 µm individually
in order to obtain the ideal IF Fa, and the resulting mirror surface shape deformations are
recorded as the IFs in forms of matrices accordingly.
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Figure 1. Schematic diagrams of the DM. (a) Actuator distribution, (b) side view of structure and
(c) COMSOL model of the DM.

Table 2. Structural parameters of the DM.

Parameter Mirror Actuator Base

Value/mm 84 × 84 × 2 Φ5 × 30 84 × 84 × 40
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Table 3. Material parameters of the DM.

Parameter BK7 Stainless Steel Piezoelectric Ceramics

Young’s Modulus/GPa 81 193 75
Poisson’s Ratio 0.17 0.3 0.35

Density/kg·m−3 2400 7930 7750
Linear Expansivity/10−6·K−1 7.1 17.2 12

In the simulation, in order to calculate the measured IF Fmeasu, the IF measurement
noise δ is generated and added to the ideal IF Fa in MATLAB software. The measurement
noise δ used in the simulation is based on the noise data measured under experimental
conditions. The experimental noise data is measured on an optical table equipped with
four self-leveling active isolation table legs to avoid strong vibrations, and the fans of the
cleanroom are closed to avoid strong air turbulence. The experimentally measured noise
data have the characteristics of random distribution as well as low amplitude. Therefore,
the noise δ for each actuator is set as continuous and irregular in the whole clear aperture,
while the PV value of the noise is set 30% of that of the ideal IF Fa. Thus, for each actuator,
the noise δ(i) is added to the ideal IF Fa(i) (i from 1 to 49) and the measured IF Fmeasu(i) is
obtained as

Fmeasu(i) = Fa(i) + δ(i), i = 1, 2, . . . , 49. (6)

For all the 49 actuators, the measurement noises are set random and distinct:

δ(i) 6= δ(j), i, j = 1, 2, . . . , 49, i 6= j. (7)

Taking the 25th actuator (i.e., the central actuator of the DM) as an example, Figure 2 il-
lustrates its simulated ideal IF Fa(25), measurement noise δ(25) and measured IF Fmeasu(25).
It could be seen that in the simulated ideal IF Fa(25), the surface fluctuation is concentrated
in the form of a peak and the height gradually decreases outwards from the center. After
the measurement noise δ(25) is added to Fa(25), the simulated measured IF Fmeasu(25) is
obtained with random fluctuations in the whole clear aperture.
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Figure 2. Comparison between Fmeasu and Fa, taking the 25th actuator as example. (a) Fa(25),
(b) δ(25) that is added to the Fa(25), (c) Fmeasu(25).

The Gaussian function has been employed to fit the measured IF in many studies with
the expression of

G(x, y) = A · exp

[
ln(ω) ·

(x− cx)
2 +

(
y− cy

)2

2σ2

]
(8)

where A is the peak amplitude, ω is the coupling coefficient, cx and cy are the coordinates of
the Gaussian function center, and σ is the standard deviation value [30,31]. The generated
ideal IF Fa(25) could be fitted by the Gaussian function with the parameters set A = 0.9841,
ω = 0.15 and σ = 8. The root-mean-square (RMS) value of the fitting residual is 0.0087 µm,
which is 93% smaller than the RMS value of Fa(25) (i.e., 0.1208 µm).
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The wavefront correction abilities of the DM using the ideal IF Fa and the measured IF
Fmeasu are verified by taking the 3rd to 10th Zernike mode aberrations [37,38] as the initial
wavefronts. In step one of the correction process, Fa and Fmeasu are set as Fc (Equation (1)),
respectively. In step two, Fa is used to calculate the residual (Equation (2)). PV values
and RMS values of the corrected wavefront are depicted in Figure 3a,b, separately. In
Figure 3, the blue bars represent the correction results when no measurement noise occurs
and Fc equals the ideal IF Fa, while orange bars represent the results when measurement
noise exists and Fc equals the measured IF Fmeasu. As shown in Figure 3, the PV values of
the corrected wavefront aberrations by using Fa is 31% lower on average than those by
using Fmeasu. For the RMS values, the reduction is as large as 47%. This indicates that the
measured IF Fmeasu is less effective than the ideal IF Fa in the wavefront correction for the
3rd to 10th Zernike mode aberrations.
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In conclusion, simulation results suggest that Fa has better correction capability than
Fmeasu. In other words, the measurement noise δ would result in the degradation of the
wavefront correction ability. To reduce the negative effect of the measurement noise δ on
the AO system’s capability, the IFFM is proposed.

2.2. Principles of IFFM

In the wavefront correction process of an AO system, the DM operates as the wavefront
compensator while the measured IF (Fmeasu) of the DM is used along with the initial
wavefront w to calculate the control signal u. The IFFM is introduced into step one of the
CAM (i.e., the calculation process of the control signal) to restrain the degradation of the
wavefront correction capability brought by the measurement noise δ. The IFFM filters
the measured IF Fmeasu into the filtered IF Fmodu, which is used for the calculation of the
control signal.

Filtering methods used in the IFFM should abide by two principles: the characteristics
of central peak of the measured IF Fmeasu in certain areas around the center should be
preserved, and the random noise of the measured IF Fmeasu in the area far from the center
should be suppressed. Based on the two principles, three types of filtering methods are
proposed, including the cut-type filtering, the linear-type filtering and the Gaussian-type
filtering, to reduce the measurement noise δ without losing the characteristics of the central
peak. The filtered IF Fmodu is given by

Fmodu(i) = M(i)� Fmeasu(i) i = 1, 2, . . . , 49. (9)

Here, the filtering matrix M(i) [M1(i), M2(i) and M3(i)] is used to filter the measured
IF Fmeasu(i). The symbol � means the element-wise product of matrices, where each
element j, k of the new matrix is the product of elements j, k of the original two matrices.
The Fmodu(i) matrix is the element-wise product of the Fmeasu(i) matrix and the M(i) matrix.
To compare the filtering matrices, the central actuator of the DM (i.e., the 25th actuator)
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is taken as an example. Shown in Figure 4 are the element values of M1(25), M2(25) and
M3(25). The filtering matrices cover the range of the full DM’s surface with a size of 64 by
64 pixels.
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The first type is the cut-type filtering. For the filtering matrix M1(i) of each actuator,
a circular area is specified and the elements inside it have the same value of 1, while the
elements outside it have the same value of 0. The position of the element with the largest
value of Fmeasu(i) is selected as the center of the circle area of M1(i). Then, the position of
the nearest element with the value being reduced by 95% or more of Fmeasu(i) is selected,
and the distance between the selected position and the circle’s center is taken as the radius
of the circular area of M1(i). It could be seen in Figure 4a that the cut-type filtering could
preserve the characteristics in the circular area near the peak of the measured IF Fmeasu, and
the characteristics outside the circular area are eliminated.

The second type is the linear-type filtering. For the filtering matrix M2(i) of each
actuator, the elements’ values are considered decreasing linearly from 1 to 0 outwards
from the specified center. Like M1(i), the position of the element with the largest value of
Fmeasu(i) is selected as the center, and the element of M2(i) at this position has the value of
1. The element of M2(i) with the furthest distance from the specified center has the value of
0. The value of each element of M2(i) depends on the element’s distance from the specified
center and decreases linearly with the distance. It could be seen in Figure 4b that the linear-
type filtering modulates the whole aperture of the measured IF Fmeasu. Compared with
other two types, the linear-type filtering preserves all the characteristics of the measured IF
Fmeasu(i), including the central peak characteristics (i.e., the ideal IF Fa) and the random
fluctuations (i.e., the measurement noise δ).

The third type is the Gaussian-type filtering. For the filtering matrix M3(i) of each
actuator, elements’ values are considered decreasing nonlinearly with distance from the
specified center and conforming to the Gaussian distribution. Like M1(i) and M2(i), the
position of the element with the largest value of Fmeasu(i) is selected as the center, and
the element of M3(i) at the same position has the value of 1. The position of the nearest
element with the value reduced by 95% or more of Fmeasu(i) is selected, and the distance
between the selected position and the specified center is taken as the standard deviation σ

of the Gaussian distribution. It could be seen from Figure 4c that the Gaussian-type filtering
modulates the whole aperture and partially preserved the fluctuations of the measured
IF Fmeasu. However, compared with those in the central area, the fluctuations outside are
greatly suppressed.

Filtering results of the measured IF by using these three types of filtering methods are
depicted in Figure 5, taking the 25th actuator as an example. Illustrated in Figure 6 are the
cutaway views of the surface shape deformations of the IFs.
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Figure 6. Cutaway views of the surface shape deformation of (a) Fa(25), (b) Fmeasu(25), (c) Fmodu1(25),
(d) Fmodu2(25), and (e) Fmodu3(25).

It could be seen that random fluctuations of the IF filtered by the cut-type filtering
(Fmodu1) are eliminated. The IF filtered by the linear-type filtering (Fmodu2) has a linear peak
and the random fluctuations outside the central area are depressed, while the IF filtered
by the Gaussian-type filtering (Fmodu3) has a most concentrated peak and the random
fluctuations outside the central area are eliminated. To investigate the difference between
Fmodu1, Fmodu2, Fmodu3 and Fmeasu, the IF deviation characteristics (∆) from the ideal IF Fa are
given by 

∆measu = Fmeasu − Fa
∆modu1 = Fmodu1 − Fa
∆modu2 = Fmodu2 − Fa
∆modu3 = Fmodu3 − Fa

. (10)

Here, ∆ is defined as the difference between the IF Fc and the ideal IF Fa. Each IF
deviation ∆ consists of ∆(i) for all the 49 actuators. To evaluate the deviation between
the IF Fc and the ideal IF Fa, the RMS values of the IF deviation ∆(i) are calculated for
each actuator. Under ideal measurement conditions, the IF Fc equals the ideal IF Fa, which
means the IF deviation ∆ is 0. Otherwise, the IF Fc is not equal to the ideal IF Fa, and the
RMS values of the IF deviation ∆(i) could be used to evaluate the difference.

As can be seen in Figure 7, for all of the 49 actuators, the RMS values of the IF
deviation ∆measu(i) range from 0.038 to 0.095 µm, while those of the ∆modu1–3(i) from
0.011 to 0.060 µm. For each actuator, the RMS value of the IF deviation ∆measu(i) is larger
than that of the IF deviation ∆modu1–3(i). The difference is even larger than 50% for some
actuators (e.g., 6th, 16th and 45th actuators). This indicates that the IF deviation between
the measured IF Fmeasu and the ideal IF Fa is larger than that between the filtered IFs
Fmodu1–3 and the ideal IF Fa. In other words, the deviation between the measured IF and
the ideal IF Fa brought by the measurement noise δ could be effectively reduced by using
the IFFM.



Photonics 2021, 8, 410 9 of 16

Photonics 2021, 8, x FOR PEER REVIEW 9 of 17 
 

 

 
Figure 7. RMS values of the IF deviation 𝛥௠௘௔௦௨(𝑖), 𝛥௠௢ௗ௨ଵ(𝑖), 𝛥௠௢ௗ௨ଶ(𝑖) and 𝛥௠௢ௗ௨ଷ(𝑖) for each 
actuator. 

3. Simulation 
A simulation is set up to further investigate the improvement by the IFFM on the 

wavefront correction capability of an AO system. 𝐹௠௘௔௦௨, 𝐹௠௢ௗ௨ଵ, 𝐹௠௢ௗ௨ଶ and 𝐹௠௢ௗ௨ଷ are 
set as 𝐹௖ in step one of the CAM to, respectively, calculate the control signal 𝑢 (Equation 
(1)), which is then used along with the ideal IF 𝐹௔ to accomplish the wavefront compen-
sation and calculate the residual 𝑟 in step two. The 3rd to 10th Zernike mode aberrations, 
as well as an actual wavefront measured in the experiment, are set as the initial wavefront 𝑤, respectively. The PV and RMS values of the correction residuals of the Zernike mode 
aberrations are displayed in Figure 8. 

 
Figure 8. (a) PV values and (b) RMS values of correction residuals of the 3rd–10th Zernike mode 
aberrations by using 𝐹௠௘௔௦௨, 𝐹௠௢ௗ௨ଵ, 𝐹௠௢ௗ௨ଶ, and 𝐹௠௢ௗ௨ଷ. 

As shown in Figure 8, for the 3rd to 10th Zernike mode aberrations, the PV and RMS 
values of the residual 𝑟 by using 𝐹௠௢ௗ௨ are, on average, 20% and 30% better than those 
by using 𝐹௠௘௔௦௨, respectively. For instance, for the 6th Zernike mode aberrations, the PV 
values of the residual 𝑟 by using 𝐹௠௢ௗ௨ଵ–ଷ (0.393, 0.349 and 0.391 μm) are 11% lower on 
average than those by 𝐹௠௘௔௦௨ (0.425 μm), while the RMS values by using 𝐹௠௢ௗ௨ଵ–ଷ (0.034, 
0.035 and 0.033 μm) are 15% lower on average than those by using 𝐹௠௘௔௦௨ (0.040 μm). As 
for the 7th Zernike mode aberrations, the PV values of the residual 𝑟 by using 𝐹௠௢ௗ௨ଵ–ଷ 
(0.386, 0.397 and 0.378 μm) are 28% lower on average than those by using 𝐹௠௘௔௦௨ (0.538 
μm), while the RMS values by using 𝐹௠௢ௗ௨ଵ–ଷ (0.036, 0.038 and 0.036 μm) are 33% lower 
on average than those by 𝐹௠௘௔௦௨ (0.055 μm). It should be noted that the PV and RMS val-
ues of the residual 𝑟  by using 𝐹௠௢ௗ௨ଵ , 𝐹௠௢ௗ௨ଶ  and 𝐹௠௢ௗ௨ଷ  have little difference. As 
shown in Figure 8, the maximum difference between the PV values of the residual 𝑟 by 
using the three filtered IFs is 16% at the 9th Zernike mode aberration correction, while the 
maximum difference between the RMS values is 50% at the 5th Zernike mode aberration 
correction. From Figure 8a it could be seen that 𝐹௠௢ௗ௨ଵ achieves the lowest PV value of 

Figure 7. RMS values of the IF deviation ∆measu(i), ∆modu1(i), ∆modu2(i) and ∆modu3(i) for each actuator.

3. Simulation

A simulation is set up to further investigate the improvement by the IFFM on the
wavefront correction capability of an AO system. Fmeasu, Fmodu1, Fmodu2 and Fmodu3 are set
as Fc in step one of the CAM to, respectively, calculate the control signal u (Equation (1)),
which is then used along with the ideal IF Fa to accomplish the wavefront compensation
and calculate the residual r in step two. The 3rd to 10th Zernike mode aberrations, as
well as an actual wavefront measured in the experiment, are set as the initial wavefront
w, respectively. The PV and RMS values of the correction residuals of the Zernike mode
aberrations are displayed in Figure 8.
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As shown in Figure 8, for the 3rd to 10th Zernike mode aberrations, the PV and RMS
values of the residual r by using Fmodu are, on average, 20% and 30% better than those
by using Fmeasu, respectively. For instance, for the 6th Zernike mode aberrations, the PV
values of the residual r by using Fmodu1–3 (0.393, 0.349 and 0.391 µm) are 11% lower on
average than those by Fmeasu (0.425 µm), while the RMS values by using Fmodu1–3 (0.034,
0.035 and 0.033 µm) are 15% lower on average than those by using Fmeasu (0.040 µm). As for
the 7th Zernike mode aberrations, the PV values of the residual r by using Fmodu1–3 (0.386,
0.397 and 0.378 µm) are 28% lower on average than those by using Fmeasu (0.538 µm), while
the RMS values by using Fmodu1–3 (0.036, 0.038 and 0.036 µm) are 33% lower on average
than those by Fmeasu (0.055 µm). It should be noted that the PV and RMS values of the
residual r by using Fmodu1, Fmodu2 and Fmodu3 have little difference. As shown in Figure 8,
the maximum difference between the PV values of the residual r by using the three filtered
IFs is 16% at the 9th Zernike mode aberration correction, while the maximum difference
between the RMS values is 50% at the 5th Zernike mode aberration correction. From
Figure 8a it could be seen that Fmodu1 achieves the lowest PV value of correction residuals
for the 3rd, 4th and 8th Zernike mode aberrations, Fmodu2 achieves the lowest PV value of
correction residuals for the 5th, 6th, 9th and 10th Zernike mode aberrations, while Fmodu3
performs the best for the 7th Zernike mode aberrations. From Figure 8b it could be seen
that in terms of the RMS values of correction residuals, Fmodu1 performs the best for the
3rd to 5th and the 8th to 10th Zernike mode aberrations, while Fmodu3 performs the best
for the 6th and 7th Zernike mode aberrations. It should be noticed that for the 5th and 7th
Zernike mode aberrations, the difference of RMS values of correction residuals by using
Fmodu1 and Fmodu3 are less than 3% and 1%, respectively. The result indicates that for the
correction of the 3rd to 10th Zernike mode aberrations, Fmodu1–3 perform similarly and
better than Fmeasu.

To further investigate the effect of the IFFM on the wavefront correction capability in
simulation, in addition to the Zernike mode aberrations, an actual wavefront measured
in the experiment is taken as the initial wavefront w (Figure 9a). Figure 9b shows that
the initial wavefront mainly contains the 13th, 22nd and 24th Zernike mode aberrations.
Illustrated in Figure 9c–g are the correction results by using Fmeasu, Fmodu1, Fmodu2 and
Fmodu3, respectively. As shown in Figure 9d, the residual r by using Fmeasu has the largest
PV value of 0.671 µm and the largest RMS value of 0.094 µm. The PV values of the residual
r by using Fmodu1 (0.475 µm), Fmodu2 (0.518 µm) and Fmodu3 (0.482 µm) are 29%, 23% and
28% lower than those by Fmeasu, while the RMS values by using Fmodu1 (0.064 µm), Fmodu2
(0.078 µm) and Fmodu3 (0.070 µm) are 32%, 18% and 25% lower than those by Fmeasu. This
difference indicates that the correction results by using Fmodu1, Fmodu2 and Fmodu3 are better
than those by using Fmeasu. Furthermore, the surface shape of the residual by using Fmodu1–3
(Figure 9e–g) are smoother than that by using Fmeasu (Figure 9c). Among the three filtered
IFs, Fmodu1 achieves the lowest PV and RMS values of correction residuals. Fmodu2–3 perform
worse but still better than Fmeasu. In conclusion, the wavefront correction capability of the
AO system could be effectively improved by using the IFFM.
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4. Experiment

An experiment is conducted to investigate the improvement of the wavefront correc-
tion capability by the IFFM under practical conditions. The configuration of the experimen-
tal setup is displayed in Figure 10.
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Figure 10. Configuration of the experimental setup.

The laser beam emitted from a fiber laser (Zweda Technology, 1053 nm, 0.14 numerical
aperture fiber) first travels through lens L1 (1.5 m focal length) and then is reflected by
the lab-manufactured DM (84 × 84 mm size, 49 square-distribution actuators) to a beam
splitter where it is divided into two beams. One beam is reflected by the splitter into the
rest of the optical path, and the other travels through the splitter and is collimated by lens
L2 (100 mm focal length). The collimated beam enters into the SHWFS and its wavefront
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aberration is measured. The SHWFS consists of a micro-lens array (20 × 20 sub-apertures,
300 µm sub-aperture interval, 6 × 6 mm size) and a charge-coupled device (Basler’s
piA1000-48gm, 1004 × 1004 pixels, 7.4 × 7.4 µm pixel size and 7.4 × 7.4 mm sensor size).
A personal computer (PC) is employed for data processing and control signal calculation,
and a high-voltage driver is employed to apply the control signal to the DM.

The wavefront correction process of the AO system in the experiment includes four
steps as illustrated in Figure 11: the IF measurement, the IF filtering, the wavefront
measurement and the closed-loop correction. The IF of the DM is measured by using
the SHWFS and the obtained data are transmitted to the PC. The IFFM is operated to
modulate the measured IF Fmeasu into three filtered IFs (Fmodu1, Fmodu2 and Fmodu3). The
initial wavefront w of the laser beam is measured by the SHWFS. The control signal u is
calculated and applied on the DM to generate the compensating wavefront. To compare
the wavefront correction capability between the measured IF Fmeasu and the filtered IFs
(Fmodu1, Fmodu2 and Fmodu3), in the experiment, the wavefront correction is carried out both
without and with the IF filtering, which is listed as filtering off/on in Figure 11.
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Figure 11. Wavefront correction process of the AO system.

The IF filtering results are shown in Figure 12. Note that unlike the simulation, in
the experiment only the actual IF Fmeasu could be measured while the ideal IF Fa of the
DM and the measurement noise δ could not be obtained. According to Figure 12, the
measurement noise exists and the measured IF Fmeasu(25) has random fluctuations on
the whole surface shape. After filtering by using the IFFM, the measurement noises are
depressed in Fmodu1(25), Fmodu2(25) and Fmodu3(25). Based on the measured IF and the
filtered IF, the wavefront correction is carried out and the results are illustrated in Figure 13.
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Figure 13. Correction results by using the measured IF Fmeasu and three filtered IFs Fmodu1–3. (a) Initial
wavefront. (b) Residual by using Fmeasu. (c) PV and RMS values of residuals. (d) Residual by using
Fmodu1. (e) Residual by using Fmodu2. (f) Residual by using Fmodu3.
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As shown in Figure 13, the initial wavefront has the PV value of 2.17 λ (λ = 1053 nm)
and the RMS value of 0.47 λ. After correction by Fmeasu, the initial aberration is depressed
and the residual wavefront r has the PV value of 0.70 λ and the RMS value of 0.10 λ. It
could be seen from Figure 13b that there still exists uncorrected aberrations (e.g., a distinct
local convex on the right top of the residual wavefront) in the residual wavefront corrected
by Fmeasu. The possible causes of the uncorrected aberrations are the measurement noise,
the correction algorithm, the system structure, the DM structure and the linearity error
of the correction. Compared with Fmeasu, the correction results by using Fmodu1, Fmodu2
and Fmodu3 are improved with a 51% reduction in PV value and a 97% reduction in RMS
value, while no distinct uncorrected aberrations occur in the residual wavefronts. Thus,
the residual wavefronts corrected by the filtered three IFs are much smoother than those
corrected by the measured IF, as can be seen in Figure 13. From Figure 13d–f it could be
seen that the three residuals differ from each other in surface shape distribution. In the
upper-right area of the residuals, the largest local wavefront variation comes from the
residual corrected by Fmodu1, while the smallest comes from Fmodu3. In the central area, the
local wavefront variation of the residuals corrected by Fmodu1 and Fmodu3 are both smaller
than that by Fmodu2. Nevertheless, it could also be seen that the PV and RMS values of
the closed-loop residuals corrected by the three filtered IFs Fmodu1–3 are very close, with
differences both less than 0.1 λ. In terms of the closed-loop correction capability, the three
filtered IFs are close to each other. In conclusion, experimental results indicate that the
wavefront correction results of Fmodu1, Fmodu2 and Fmodu3 are better than Fmeasu, and that
the IFFM could effectively improve the wavefront correction capability of the practical
AO system.

5. Discussion

In this paper, we propose the IFFM to improve the closed-loop correction capability of
an AO system. In a practical wavefront sensor AO system, the measured IF and wavefront
are used to calculate the control signals of the DM. As we know, the measurement is
nonideal and the measurement noises always exist, which would result in the difference
between the measured IF and the ideal IF. This difference finally leads to the failure to
calculate the optimal control signal during each iteration of the closed-loop correction, and
thus the correction ability of the AO system is degraded. The proposed IFFM depresses the
measurement noises by filtering the measured IF into a new IF for the calculation of the
control signals. With the filtered IF, the control signal of the closed-loop correction could
converge to the optimal one, which improves the correction capability of the AO system.
Compared with the measurement accuracy improvement methods proposed in [26–28],
which require multiple IF measurements in the closed-loop correction process, the IFFM
requires only a single IF measurement in the precorrection process, making the overall
correction process more controllable. Meanwhile, the high precision IF measurement and
fitting methods proposed in [29–31] could also help improve the closed-loop correction
ability, while these methods are implemented with additional high precision surface
measuring equipment. Since the IFFM is operated on a software platform without the need
of additional measuring equipment, compared with these methods proposed in [29–31],
the IFFM has better applicability and flexibility as well as practicality.

Nonetheless, the IFFM is inapplicable to the wavefront sensorless AO system where
neither IF measurement nor wavefront measurement is taken for closed-loop correction.
For example, the closed-loop correction mentioned in [19,20] takes the far-field beam
quality as the evaluation factor without the IF measurement.

It should also be noticed that the IFFM is implemented on the wavefront controller
during the precorrection process. For an AO system, the implementation of the IFFM
requires no additional hardware and does not affect the correction speed. At the same
time, the calculation of the IFFM is relatively simple and does not need to occupy a lot of
computing resources of the wavefront controller. Finally, our method provides an approach
with good applicability and practicability to improve the closed-loop correction capability
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of an AO system in the case of measurement noise. As can be seen from the simulation
and experimental results, all the three filtered IFs we present could be adopted to reduce
the measurement noise effectively. The difference between the three methods is small and
could be chosen according to experiment conditions and needs.

6. Conclusions

This paper presents the IFFM to depress the negative effect of the IF measurement
noise on the wavefront correction capability of the AO system in laser systems. The CAM is
proposed to investigate the effect of the IF measurement noise and the improvement of the
IFFM on the correction ability. Three types of filtering methods are devised in the IFFM to
obtain the filtered IF from the measured IF. In the simulation, the Zernike mode aberrations
and an actual measured wavefront are taken as the correction object. Simulation results
reveal that the occurrence of measurement noise will degrade the wavefront correction
capability and the filtered IF has better correction capability than the measured IF, as the
filtered IFs have characteristics of less random fluctuations and are closer to the ideal IF.
An experiment is carried out to investigate the improvement of the IFFM on the wavefront
correction capability. Both simulation and experimental results indicate that the IFFM
could depress the negative effect of the IF measurement noise and improve the wavefront
correction capability effectively. Additionally, the IFFM does not require external hardware
and affects the correction speed of the AO system.
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