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Abstract: In optical communication systems, frame synchronization is essential for subsequent
operations, such as error correction and payload extraction. Various methods, so far, have been
proposed in the published literature, but the performance is unsatisfactory under high bit error rate
(BER) conditions. We present, in this work, a novel data-aided frame synchronization technique
for optical packet transmission systems, in which the transmitter sends a sequence of packets
with a specific synchronization word periodically inserted, and the receiver blindly recognizes
the synchronization word to attain frame synchronization. The proposed algorithm detects the
synchronization word based on Hough transform (HT), a classic method for line detection in digital
image processing. The core principle of the algorithm is to exploit the periodicity of the frame
synchronization word, which appears as black-and-white spaced stripes on a binary image when the
frames are all aligned. Simulations are conducted over a 56Gbps optical QPSK transmission system,
and the results show that our algorithm is still effective in attaining frame synchronization at a BER
of 0.3. A comparison is also made between our algorithm and existed autocorrelation (AC)-based
algorithm. The results demonstrate that our algorithm has a better error resilience performance.
When the BER is higher than 0.03, our algorithm outperforms an AC-based algorithm significantly.

Keywords: optical communication; frame transmission; synchronization word; blind recognition;
Hough transform

1. Introduction

In optical communication systems, frame synchronization is indispensable to subsequent signal
processing, such as error correction and information extraction [1,2]. It can be considered as a type
of reverse engineering problem in the field of information theory, which has received increased
attention over the past few decades [3]. There are mainly two categories of frame synchronization
techniques: data-aided frame synchronization and code-aided frame synchronization. For the former,
synchronization is attained through recognizing the synchronization word, while for the latter,
synchronization is achieved through exploiting the properties of error correction code.

In cooperative communications, data-aided frame synchronization is commonly applied, and there
are two main types of methods, correlation rule and maximum-likelihood (ML) rule [4]. In 1953, Barker
first proposed a correlation-based recognizer to detect the given frame synchronization sequence
in received bit stream [5]. This method is simple to implement, but it has a poor performance and
a narrow application scope. Some improved schemes have also been put forward in succession, such as
double correlation [6,7], which is robust to carrier frequency and phase errors. A method based on the
ML rule for frame synchronization was first proposed by Massey in 1972 over additive white Gaussian
noise (AWGN) channel [8], and he concluded that ML-based detection has a better performance than
traditional correlation detection. The conclusion was subsequently confirmed in the environment
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of high SNR by Nielsen [9], and was further extended to the M-ary phase shift keying modulation
by Liu and Tan [10]. Later, ML-based frame synchronization algorithms for flat fading channels and
frequency-selective channels were proposed successively [11–13]. In addition to the correlation and
ML rule, some other schemes have also been offered in recent years. Chiani and Martini applied the
likelihood ratio test (LRT) in the hypothesis test theory to frame synchronization detection [14–16],
and their method performs better than correlation in AWGN channels. Kim exploited post-detection
integration (PDI) to provide coarse frame alignment with limited complexity with respect to ML
solutions [17]. More recently, another novel algorithm called balanced generalized PDI (B-GPDI),
which combines the ML rule and PDI for synchronization detection, was reported in [18].

In non-cooperative communications, a synchronization word needs to be recognized blindly
for data-aided frame synchronization. Yang proposed a blind recognition algorithm based on the
peak characteristic of the partial third-order correlation function for the synchronization word being
m-sequence [19]. A joint recognition algorithm based on correlation filtering and Hadamard transform is
proposed in [20], and it performs well with a high bit error rate. Naseri used the auto-correlation function
to blindly recover the synchronization word and frame length in a satellite system, and proposed
another two algorithms based on hardware equipment, in case auto-correlation cannot determine
the exact frame length [21]. The blind recognition algorithm of the synchronization word based
on soft-decision for QPSK signals was proposed in [22], and it can clearly enhance the accuracy of
blind recognition. Guo proposed a cumulative filtering algorithm to identify the frame header [23],
but it is difficult to determine the decision threshold with a complex frame structure or uncertain
synchronization word length. To resolve this issue, an improved algorithm based on autocorrelation
(AC) was proposed by Xu [24]. Peak-to-average ratio (PAR) is calculated in his algorithm to overcome
high bit-error-rate (BER). In recent years, code-aided frame synchronization has received considerable
attention, due to the advantages of saving bandwidth and high spectral efficiency [25–28].

In this paper, we propose a novel frame synchronization method based on Hough transform,
in which synchronization is achieved through blindly recognizing the synchronization word. In our
work, we build an interception matrix filled with intercepted bit stream. When frames are all aligned
in the interception matrix, the columns of synchronization word appear as black and white stripes,
if we consider the matrix as a binary image. Hence, Hough transform, which is a classic method
for line detection in digital image processing, is applied in this work to detect the stripes in the
interception matrix. Simulations are carried out in the optical QPSK transmission system, and the
results show that the new method can efficiently recognize the synchronization word and attain frame
synchronization. The proposed method is also compared with the AC-based algorithm and simulation
results demonstrate that our HT-based algorithm performs better at high BER.

The remainder of this paper is organized as follows. Section 2 briefly introduces the existing AC-based
frame synchronization algorithm. In Section 3, principles of Hough transform are first introduced in
detail and an example of its application is given. Then, the data-aided frame synchronization algorithm
based on Hough transform is presented. Simulation experiments are carried out in Section 4, and the
HT-based synchronization algorithm is compared with the AC-based algorithm. Finally, Section 5
provides the conclusion.

2. Fundamental of AC-Based Frame Synchronization Algorithm

Information is usually transmitted using frames as basic unit in the optical transmission systems.
Figure 1a gives a schematic diagram of frame sequence with synchronization word inserted centrally.
It can be shown that an intact frame, the length of which is L, contains two parts, fixed frame
synchronization word (S) and varying payload (D). The length of them are M and N, respectively,
and L = M + N. In the data received by receiver, the synchronization word is periodic emergence,
while the payload is random. Through locating the synchronization word, frame synchronization is
attained, and the payload can be extracted further for subsequent operations.
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In cooperative communications, S is known to the receiver and synchronization is achieved
through finding the optimal delay that maximizes the cross-correlation of received sequence and S.
The high SNR approximation of this method is given in [8]:
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where si is the ith element of S and ri
τm is the ith element of received sequence in the sliding window,

starting from τm, as shown in Figure 1b.
However, in the context of non-cooperative communications, S is unknown to the receiver. Hence,
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where ri
τm and ri

τm+l are the ith element of received sequence in the sliding window starting from τm

and τm+l, respectively, l is the length of sliding window and L̂ is an estimate of the frame length.
Specifically, a sampling data storage matrix is built in the AC-based synchronization algorithm,

and ri
τmri

τm+l is sequentially filled into the matrix. Since the probability distributions of 0 and 1 in S
and D are different, the synchronization word can be detected through calculating the probability
distributions of 0 and 1 at each position of the sliding window, with τm and the l constant.

3. HT-Based Frame Synchronization Algorithm

3.1. Hough Transform

In 1962, Hough devised an ingenious method, popularly called Hough transform (HT), which
efficiently identifies lines in images [29,30]. It is still an important tool for digital image processing
nowadays. The core idea of Hough transform is to establish a dual relationship between points
and lines, image space and Hough space. The principle of detecting straight lines based on Hough
transform is briefly introduced as follows.
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The equation representation of a straight line in cartesian coordinates (we call it xy-space in this
paper) can be expressed by slope (k) and intercept (b) as follows.

y = kx + b (3)

If the parameter space, kb-space is established, the straight line in xy-space actually corresponds
to a point in kb-space. Similarly, a straight line in kb-space corresponds to a point in xy-space. This is
a so-called dual relationship mentioned above. It can be easily drawn that intersecting position
relationship in kb-space corresponds to collinear position relationship in xy-space. However, there is
a parameter problem with the established kb-space. The vertical lines in xy-space, whose slope is
infinite, do not have corresponding points in kb-space. To this end, space is established and the
correspondence can be written as.

ρ = x cosθ+ y sinθ (4)

As shown in Figure 2, ρ is the algebraic distance from the origin to the line and θ is the angle
between x-axis and the vector perpendicular to the line. If we restrict θ to the interval (−90◦, 90◦),
the dual relationship between xy-space and ρθ-space exists in any cases. However, the curve in
ρθ-space corresponding to the point in xy-space is not a straight line, but a sinusoid.
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Figure 2. Dual relationship between xy-space and ρθ-space. (a) xy-space; (b) ρθ-space.

The xy-space is the image space while the ρθ-space is sometimes called Hough space. The properties
of point-to-line dual relationship between image space and Hough space can be summarized as follows.

• A point in image space corresponds to a sinusoid in Hough space;
• A point in Hough space corresponds a straight line in image space;
• The collinear position relationship of points in image space corresponds to the intersecting position

relationship of curves in Hough space.

However, it is essentially exhaustive that we map all the points in image space into their
corresponding curves in Hough space, without any restrictions for straight line detection, and the
computation required grows quadratically with the number of points [31]. To this end, Hough space is
quantized into grids, and accumulator cells are created. For each non-background point (x n, yn

)
in

image space, the corresponding curve given by Equation (4) is entered in the grids by incrementing the
count in each accumulator cell along the curve. Eventually, a given cell records the total number of
curves passing through it, which means that these points in image space are collinear. Figure 3 gives
an example for a thorough understanding.
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Figure 3. Example of line detection based on Hough transform (HT). (a) Image space with five points
in a black background; (b) Hough space.

There are five points in the image space with a black background, which corresponds to five
curves in Hough space, respectively. θ is quantified at 1-degree intervals and the interval for ρ is also
one. Hough space is divided into accumulator cells. It can be seen from Hough space that the two
points at θ = ±45◦ are generated by the intersection of the three curves, which means that there are
two sets of three collinear points in the image space. The four sets of collinear points on the vertical
and horizontal lines in image space corresponds to four points generated by the intersection of two
curves in Hough space.

3.2. Algorithm

In the context of non-cooperative communications, M, N, and the type of S are all unknown,
which require to be recognized blindly for frame synchronization [32]. Blind recognition of frame
parameters can be implemented through the properties of frame synchronization word, which are
fixed and cyclical. To achieve this, the interception matrix C, with r rows and l columns, is built by
filling it with the intercepted bit stream from top left to bottom right. As shown in Equation (5), Y is
the intercepted bit stream.

Y =
(

y1, y2, y3, . . .
) f ill in
⇒


y1 y2 . . . yl

yl+1 yl+2 . . . y2l
...

...
. . .

...
y(r−1)l+1 y(r−1)l+2 . . . yrl

 =


c1,1 c1,2 . . . c1,l
c2,1 c2,2 . . . c2,l

...
...

. . .
...

cr,1 cr,2 . . . cr,l

 = C (5)

There are two cases for the number of columns of interception matrix C, l , kL (k ∈ Z+) and
l = kL. In case of l = kL, all elements of certain columns are either 0 or 1, which are called
synchronization-word columns in this paper, while elements of other columns are random, and we call
these non-synchronization-word columns. In the case of l , kL, there do not exist synchronization-word
columns yet. Based on this property, all we need to do is to go through all possible values of l to
estimate the frame length L and synchronization word position.

As we all know, yi = 0 or 1 (i ∈ Z+), which means the interception matrix C is filled with 0 and 1.
If we consider C as the image space, in which 0 is black and 1 is white, it can be displayed as a binary
image in Figure 4. The two cases, that l , kL and l = kL, are shown in Figure 4a,b, respectively.
The synchronization-word columns appear as black and white straight stripes in a binary image,
while the non-synchronization-word columns appear as snowflake noise.
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Figure 4. Binary image of interception matrix C. (a) l , kL; (b) l = kL.

To identify the case that l = kL when going through all possible values of l, line detection based
on Hough transform can be applied. However, there practically exist collinear points at any angle in
the image space C, which means straight lines can be detected with taking any values. Considering
that the number of collinear points in the synchronization-word columns is the largest in the vertical
direction, we just need to simply find the accumulator cells with the most counts at θ = 0◦ in Hough
space for all l. The recognition algorithm is summarized as follows.

Step1. Set the search range of l and initialize it. (Assume that l ∈ [l min, lmax]);
Step2. Fill the image space Cr×l with the intercepted bit stream Y from top left to bottom right;
Step3. Perform edge extraction on image space;
Step4. Quantify θ and ρ. For each non-background point in image space Cr×l, calculate its

corresponding sinusoid according to Equation (4) and fill the curve into Hough space by incrementing
the count in each accumulator cell along the curve;

Step5. Record the largest counts among all the accumulator cells at θ = 0◦ in Hough space. Let it be xl.
Step6. If l < lmax, let l = l + 1 and return to Step2. Otherwise, execute Step 6;
Step7. Fill all the xl into vector X and find the maximum value. Let it be xmax;

X =
(

xlmin , xlmin+1, · · · , xlmax

)
(6)

Step8. Extract the elements greater than αxmax from the vector X, and find the one with the
smallest subscript from them, and use the subscript value as the estimate of the frame length L, which is
recorded as L̂. (α will be determined in the simulation next);

Step9. Let l = L̂ and fill the image matrix Cr×l with the intercepted bit stream Y;
Step10. Record the count of each accumulator cell at θ = 0◦ in Hough space and recognize the

synchronization word.

4. Simulation Results and Discussion

In this section, the performance of HT-based data-aided frame synchronization method is
analyzed. Simulations are conducted over a 56 Gbps QPSK coherent optical transmission system built
in Optisystem. The BER of received bit stream is first calculated at the receiver, and then the frame
synchronization algorithm is applied to attain synchronization before payload extraction.

The frame length L in simulation is set to 1024 bits, while the frame synchronization word S
is 0xA53C, 16 bits in length. The payload D is generated randomly. Details of how the proposed
algorithm works are shown first, and then its performance in different situations is analyzed. Finally,
a comparison between our proposed algorithm and the algorithm proposed in [24] is made.

First, the workflow of HT-based blind recognition algorithm is presented at BER = 2 × 10−2. r,
the rows of image space, is set to 100 and the search range of l is [500,5000]. Figure 5 above gives
the running results of Step2–Step4 of the algorithm at l = 1024. It can be seen from the Step 2-result
that there is obvious image noise in the synchronization-word columns, which is circled with a red
frame. From the Step3-result, we can find that the noise is eliminated after edge extraction, and the
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characteristics of the synchronization-word columns are retained. Apparently, our algorithm can
suppress the effects of noise to some extent, thus improving the error resilience performance.Photonics 2020, 7, x FOR PEER REVIEW 7 of 11 
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Figure 6 gives the running result of frame length search in Step7. It can be seen that the case
that l = kL (k = 1,2,3,4) is effectively identified. Considering that the one with the smallest subscript
among those greater than αxmax is taken as L̂ in Step8, α should be greater than 75

98 (0.77) so that L̂ = L.
Result of synchronization-word recognition in Step10 is shown in Figure 7. The synchronization-word
columns are recognized and since 0 is background point, it can be seen from the figure that the
synchronization word is 1010,0101,0011,1100 (0xA53C). From Figures 5–7, we can find that HT-based
blind recognition algorithm can effectively recognize the frame parameters, including frame length L,
frame synchronization word S and its length M, under the BER condition of the error correction limit
(BER = 2 × 10−2).
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Figure 7. Result of frame synchronization word recognition in Step10. The enlarged part is the
synchronization-word columns.

Then, the value of α is discussed at different BER, and we have also explored the influence of the
selection of r on the value of α. For each BER level, 20 simulations are conducted, and α takes the mean.
The curves of α versus BER for different values of r are shown in Figure 8. When r takes 20, the value
of α is greater than 1, as BER exceeds 0.2, which means that the frame parameters cannot be recognized
correctly. When r exceeds 50, our algorithm still works at BER = 0.3. On the other hand, when r
exceeds 200, the value of r has little influence on α. Hence, the optimal value of r should be between
100 and 200, taking into account both the amount of calculation and the accuracy of identification.
In addition, it can be seen from Figure 8 that the value of α decreases first, and then turns to increase
as BER increases, which reflects the ability of our algorithm to suppress noise from another aspect.
When the value of r increases, the turning point of α moves towards higher BER.
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Finally, the recognition accuracy, which is defined as the ratio of the times of recognizing correctly to
the total times, is compared between our proposed algorithm and the autocorrelation-based recognition
algorithm proposed in [24]. A total of 100 simulations are carried out for each BER level. The value
of α takes 0.8 and r is set to 100 in the comparison simulation, according to Figure 8. The results are
shown in Figure 9.
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As shown in Figure 9, the HT-based blind recognition algorithm outperforms the autocorrelation-based
blind algorithm. When the BER is over 0.1, the recognition accuracy of the AC-based algorithm is lower
than 0.5, while that of the HT-based algorithm is still 1. The recognition accuracy of HT-based algorithm
starts to gradually decrease at BER = 0.18 and deteriorates sharply at BER = 0.22. Actually, the recognition
accuracy is related to the value of α. Apparently, our algorithm has a better error resilience performance.

5. Conclusions

In this work, we have conducted a detailed investigation on the techniques of frame
synchronization, and give a brief review of some previous works. A typical frame synchronization
method based on auto-correlation was introduced as a comparison. Our proposed algorithm based on
Hough transform was finally presented. Simulations were carried out over a 56Gbps QPSK coherent
optical transmission system.

The workflow of our algorithm was shown first and some key parameters were analyzed, including r,
the columns of interception matrix C, and α, a threshold set for recognizing frame length. The results
show that our algorithm still works well at BER = 0.3, and the optimal value for r is between 100 and
200, considering both the computation and bit-error resilience. The trend of the value of α with the
growth of BER reflects the suppression effect on noise of our algorithm. A comparison of recognition
performance between our algorithm and an existing autocorrelation-based algorithm was also made.
The results demonstrate that our algorithm outperforms the AC-based algorithm significantly, as the
BER exceeds 0.03. It is noteworthy that our algorithm is also effective for the recognition of the frame
synchronization word inserted in the frame at intervals.

However, the proposed algorithm requires the frame synchronization word to be inserted
periodically in the receiving frames, which does not apply to code-aided frame synchronization. On the
other hand, the computation of our algorithm is not compared with other algorithms, which will be
further studied.
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