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Abstract: We propose the use of the Jigsaw transform (JT) and the iterative cosine transform over
a finite field in order to encrypt and decrypt images. The JT is a nonlinear operation that allows one to
increase the security over the encrypted images by adding new keys to the encryption and decryption
systems. The finite field is a finite set of integer numbers where the basic mathematical operations are
performed using modular arithmetic. The finite field used in the encryption and decryption systems
has an order given by the Fermat prime number 257. The iterative finite field cosine transform (FFCT)
was used in our work with the purpose of obtaining images that had an uniform random distribution.
We used a security key given by an image randomly generated and uniformly distributed. The JT
and iterative FFCT was utilized twice in the encryption and decryption systems. The encrypted
images presented a uniformly distributed histogram and the decrypted images were the same original
images used as inputs in the encryption system. The resulting decrypted images had a high level of
image quality in comparison to the image quality of the decrypted images obtained by the actual
optical decryption systems. The proposed encryption and decryption systems have three security
keys represented by two random permutations used in the JTs and one random image. The key
space of the proposed encryption and decryption systems is larger. The previous features of the
security system allow a better protection of the encrypted image against brute force and statistical
analysis attacks.
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1. Introduction

The cosine transform is a very useful mathematical tool that is used in applications of signal
and optical processing, such as filtering, encryption, compression and recognition [1–9]. The finite
fields are special mathematical structures based on integer numbers, which are used in image and
video watermarking; digital data coding and decoding with detection and correction of errors in
communication systems; estimation; compression; filtering and encryption of signals and images;
and other applications [10–15]. The cosine transform over a finite field is known as the finite field
cosine transform (FFCT), which is defined in [16]. This FFCT has been used in image encryption [17–19]
with a high level security over the encrypted image. The decrypted images obtained for the decryption
system based on the use of FFCT have a high level of image quality in comparison to the image
quality of the resulting decrypted images in several optical decryption systems, because the FFCT
over a finite field have no rounding and overflow problems [20–22]. Another advantage of the FFCT
for the encryption system is based on the histogram uniformization of this FFCT over the image to
transform [17,18].

Photonics 2019, 6, 121; doi:10.3390/photonics6040121 www.mdpi.com/journal/photonics

http://www.mdpi.com/journal/photonics
http://www.mdpi.com
http://www.mdpi.com/2304-6732/6/4/121?type=check_update&version=1
http://dx.doi.org/10.3390/photonics6040121
http://www.mdpi.com/journal/photonics


Photonics 2019, 6, 121 2 of 9

In this work, we propose an image encryption–decryption system based on the Jigsaw transform
(JT) and the iterative cosine transform over a finite field (FFCT). We use the iterative FFCT twice in
order to obtain an encrypted image with an uniform histogram. The JT is a nonlinear operation, which
allows a random reposition of the pixels of the image [23,24]. The JT adds new security keys to the
encryption system that improve the security of the encrypted image. The encrypted image is protected
by using three security keys given by two random permutations of the JTs and one random image
code. Finally, we show that the proposed encryption–decryption system is resistant to brute force,
statistical, entropy and differential attacks.

The retrieved decrypted images for the security systems of [23,24] are not exactly the same
original images that were initially encrypted, because the mathematical operations of these security
systems are computed over the real numbers. We avoid this drawback by computing the mathematical
operations of the proposed encryption and decryption systems over positive integers given by finite
fields, which do not introduce rounding and overflow problems in the results of the encrypted and
decrypted images. The encryption systems proposed in [17–19] use the iterative FFCT with just one
security key, whereas the encryption system of this work uses three security keys, and thus, the key
space of our encryption system is larger. The image encryption algorithms of [17,18] process the
original image to encrypt by dividing the image into small blocks which are overlapping. These small
blocks with overlaps do not allow processing the image for encryption by using parallel computing.
For the encryption system proposed in this work, the image is divided into small blocks that are not
overlapping, and hence, parallel computing could be used in our encryption algorithm.

The rest of the paper is organized as follows: Section 2 introduces the mathematical background
related to the JT and FFCT. In Section 3, the proposed image encryption–decryption system based on
JT and FFCT is developed. Numerical simulations are computed in order to validate and verify the
security system in Section 4. Finally, the main ideas of the paper are summarized in Section 5.

2. Mathematical Background

2.1. Jigsaw Transform (JT)

The Jigsaw transform, J{}, is a nonlinear operator that can be defined as a juxtaposition of different
sections of an image [23,24]. A simple two-dimensional case is presented in Figure 1a. The result of
the JT applied over an image (Figure 1b) is depicted in Figure 1c.

(a) (b) (c)

Figure 1. (a) Graphical effect of the Jigsaw transform (JT). (b) Input image of the JT with a resolution of
256× 256 pixels in grayscale. (c) Input image after the first 16 × 16 Jigsaw transforms.

For the result of the previous figure, the image was divided into 64 subsections of 8× 8 pixels,
which were repositioned relative to each other according to some permutation. The permutation used
is random. The Jigsaw transform is unitary energy conserved throughout the transform, and it also
has an inverse. In the case shown in Figure 1c, there are 64! possible permutations for the JT. Each
particular Jigsaw transform is denoted by some index, e.g., Jb{}, and its inverse is denoted by J−b{}.
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2.2. Finite Field Cosine Transform (FFCT)

The finite field is a finite set of integer numbers where the basic math operations are performed
using modular arithmetic. The finite set of a finite field is represented by Zp = {0, 1, 2, . . . , p− 1}
(where p is a prime number). The number of elements or the order of Zp is p. The arithmetic operation
over Zp are computed modulo p [10,16].

Let γ be an element of Zp with a multiplicative order of 2N, then the cosine transform over the
finite field Zp of the sequence or vector x = (xi), where xi ∈ Zp and i = 0, 1, 2, . . . , N − 1, is the
sequence or vector X = (Xk), where Xk ∈ Zp and k = 0, 1, 2, . . . , N − 1, given by [16]

Xk = CT{xi} =
N−1

∑
i=0

√
2
N

βkxi cosγ

(
k
(

i +
1
2

))
, cosγ(x) =

γx + γ−x

2
, (1)

where CT denotes cosine transform and x = k(i + 1
2 ) and βk are equal to

√
2−1 (mod p) when k = 0

and 1 for k 6= 0. The inverse cosine transform over the finite field Zp of the vector Xk is defined by

xi = CT−1{Xk} =
N−1

∑
k=0

√
2
N

βiXk cosγ

(
i
(

k +
1
2

))
, (2)

where βi is equal to
√

2−1 (mod p) when i = 0 and 1 for i 6= 0.
The previous forward and inverse finite field cosine transforms (FFCTs) are unitary. The forward

and inverse FFCTs can be computed by using a multiplication between a matrix of size N × N and
a vector with a size of N × 1

Xk = C ∗ xi, xi = C−1 ∗ Xk, (3)

where the matrices C and C−1 of size N × N, are represented by

C =

√
2
N

βk cosγ

(
k
(

i +
1
2

))
, C−1 =

√
2
N

βi cosγ

(
i
(

k +
1
2

))
, (4)

where i, k = 0, 1, 2, . . . , N − 1. The two-dimensional forward and inverse FFCT of a matrix m and M
with a size of N × N, respectively, can be computed by using the following matrix multiplication [17]:

M = CT{m} = C ∗m ∗ C, m = CT−1{M} = C−1 ∗M ∗ C−1, (5)

where the matrix C−1 corresponds to the transpose of the matrix C.

3. Image Encryption and Decryption Systems Based on JT and FFCT

The grayscale image I(x, y) to encrypt has real-valued pixels and the values of these pixels are
integer numbers in the interval of [0, 255]. In order to define the matrix C of the FFCT, we use the
following parameters: p = 257 and γ = 8. The multiplicative order of γ = 8 in Zp = Z257 is 16.
Therefore, the matrix C of Equation (5) has a size of 8× 8 and it is represented by

C =



242 242 242 242 242 242 242 242
159 137 151 94 163 106 120 98

6 97 160 251 251 160 97 6
137 163 98 106 151 159 94 120
242 15 15 242 242 15 15 242
151 98 94 137 120 163 159 106
97 251 6 160 160 6 251 97
94 106 137 98 159 120 151 163


. (6)
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The result of a two-dimensional forward or inverse FFCT using the Equation (5), can have integer
numbers in the interval of [0, 256]. The integer number of 256 represents an overflow for the values of
the pixels of the images presented in the encryption–decryption system. Therefore, we use the iterative
two-dimensional FFCT in the encryption or decryption systems in order to avoid the mentioned
overflow. The iteration of the computing for the two-dimensional FFCT stops when the result of this
transform has integer numbers different from 256.

In the first step of the encryption system, we divide the image I(x, y) to encrypt into several
subsections of 8× 8 pixels. We obtain the encrypted image when the following equation is applied to
each subsection of the image I(x, y)

Es(x, y) = CT−1{Jb{CT{Ja{Is(x, y)}} ⊕ K}}, (7)

where Is(x, y) is a subsection of I(x, y), Ja and Jb represent two JTs with two different random
permutations, CT; CT−1 and ⊕ denote the two-dimensional forward and inverse FFCT and the
exclusive or operation, respectively; and K is a random image code of 8× 8 pixels with an uniform
probability density function. The security keys of the encryption system are given by the two random
permutations of the JTs and the random code image K.

The decrypted image is obtained using the following equation

Ds(x, y) = J−a{CT−1{J−b{CT{Es(x, y)}} ⊕ K̂}}, (8)

where J−a and J−b are the inverse JTs of Ja and Jb, respectively. The retrieved image at the output of
the decryption system corresponds to the image I(x, y) when the random permutations used in J−a

and J−b are the same for Ja and Jb, respectively, and K̂ = K. If the previous conditions are provided,
we will obtain Ds(x, y) = Is(x, y).

4. Numerical Experiments

The results of the numerical simulations for the encryption–decryption system proposed in
Section 3 are shown in Figure 2. The images I(x, y) to encrypt are depicted in Figure 2a–d. These
images to encrypt have different aspects and frequencies. The resulting encrypted images E(x, y) from
the images of Figure 2a–d and Equation (7) are presented in Figure 2e–h, respectively. These encrypted
images are noisy images that do not reveal any information of the original images I(x, y).

When the decryption system is performed using the encrypted images of Figure 2e–h, the three
correct security keys (the two random permutations of the JTs and the random code image K) and
Equation (8), the original images I(x,y) of Figure 2a–d, respectively, are retrieved at the output of the
decryption system. Therefore, the metric of the root mean square error (RMSE) between the decrypted
images and the original images is always zero provided that the security keys used in the decryption
system are the same used in the encryption system. If wrong values of the three security keys are used
in the decryption system, the resulting decrypted image will be a noisy image very similar to the one
shown in Figure 2e.
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(a) (b) (c) (d)

(e) (f) (g) (h)

Figure 2. Original images to encrypt I(x, y): (a) woman wearing a hat, (b) mandrill, (c) peppers
and (d) a bridge. Encrypted images E(x, y) obtained from the images of: (e) Figure 2a, (f) Figure 2b,
(g) Figure 2c and (h) Figure 2d.

4.1. Statistical Analysis

In Figure 3a–d, we present the histograms for the original images I(x,y) of Figure 2a–d,
respectively. These histograms confirm that the original images have different details and frequencies.
The histograms for the encrypted images E(x,y) of Figure 2e–h are shown in Figure 3e–h, respectively.
These last histograms show that the encrypted images are close to a random distribution with
an uniform probability density function. The histograms of the encrypted images demonstrate that
the proposed encryption system has an excellent property of diffusion for the encrypted images with
respect to the different types of original images. This new feature allows an improved resistance of the
proposed encryption–decryption system against statistical attacks.
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Figure 3. Histograms of the original images to encrypt I(x, y) obtained from the images of: (a) Figure 2a,
(b) Figure 2b, (c) Figure 2c and (d) Figure 2d. Histograms of the encrypted images E(x, y) obtained
from the images of: (e) Figure 2e, (f) Figure 2f, (g) Figure 2g and (h) Figure 2h.
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The correlation distributions for the original image of Figure 2a and the encrypted image
of Figure 2e are shown in Figure 4a,b, respectively. The correlation was computed between two
adjacent pixels, and the two adjacent pixels were randomly chosen in the horizontal direction. Similar
distributions were obtained for other images and directions in pixel adjacency. The Figure 4a shows
a strong correlation between the adjacent pixels in the horizontal direction for the original image of
Figure 2a, while the Figure 4b presents a weak correlation between the adjacent pixels in the horizontal
direction for the encrypted image of Figure 2e. This result confirms again that the proposed encryption
system has an excellent property of diffusion for the encrypted images with respect to the different
types of original images.
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Figure 4. Resulting correlation distribution images for the test of correlation between two adjacent
pixels applied to the image of: (a) Figure 2a, and (b) Figure 2e.

4.2. Entropy Analysis

The entropy Hq of an information source q is defined by [15].

Hq =
R−1

∑
i=0

p(qi) log2
1

p(qi)
, (9)

where R is the total number of symbols qi of q and p(qi) denote the probability of occurrence of
symbol qi. For a random source with 256 equiprobable symbols, it has an entropy value of Hq = 8.
The entropy values for the encrypted images of this work are values varying from 7.9985 to 7.9987.
These values of entropy confirm again that the encrypted images are close to a random distribution with
a uniform probability density function and the proposed encryption–decryption system is resistant to
the entropy attack.

4.3. Key Space

The key space of the proposed encryption–decryption system represents every possible
combination of the three security keys given by the two random permutations of the JTs and the
random code image K. The JTs are applied to subsections of 8× 8 pixels. Therefore, there are 64!
possible random permutations for each JT applied in the encryption system. The number of possible
random permutations are (64!)2. The random image code K has a resolution of 8× 8 pixels and each
pixel has 256 possible values. The number of attempts required to retrieve the random image code
K is of the order of 256(8)(8) = 25664. Therefore, the key space is given by the following product:
(64!)2(25664). The brute force attacks are intractable just considering all the possibilities of the three
security keys of the proposed encryption–decryption system.
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4.4. Differential Attack

Usually, the metrics of number of pixels change rate (NPCR) and the unified average changing
intensity (UACI) are utilized in order to evaluate the resistance of an encryption system against
differential attack. These metrics of NPCR and UACI allow one to compare the encrypted images
obtained from two minimally different original images to be encrypted. The NPCR and UACI are
defined by [15]

NPCR =
∑N−1

x=0 ∑N−1
y=0 D(x, y)

N × N
× 100%, (10)

UACI =
∑N−1

x=0 ∑N−1
y=0 |E1(x, y)− E2(x, y)|

255(N × N)
, (11)

where E1(x, y) and E2(x, y) are the two encrypted images corresponding to the original images I1(x, y)
and I2(x, y), respectively, that have one pixel difference; N × N is the size or resolution of the original
and encrypted images; and D(x, y) is equal to 1 when E1(x, y) 6= E2(x, y) and 0 for other cases.

In order to compute the metrics of NPCR and UACI, we use the original images I(x, y) presented
in the first row of Figure 2. For each original image I1(x, y), we randomly choose one of its pixel and
the least significant bit of this selected pixel is inverted; therefore, a new original image I2(x, y) is
obtained from the original image I1(x, y). Now, the original images I1(x, y) and I2(x, y) are encrypted
using the same three security keys (the two random permutations of the JTs and the random code
image K) and the resulting encrypted images are E1(x, y) and E2(x, y), respectively. Then, the values
for the metrics of NPCR and UACI are computed. These operations are computed one thousand
times for each original image shown in the first row of Figure 2. The computed NPCR and UACI
values vary from 99.56% to 99.67% and 33.37% to 33.61%, respectively. The values of the NPCR near to
100% and the UACI greater than 33.3% confirm that a very small change in an original image leads to
a considerable change in the encrypted image. Therefore, the proposed encryption–decryption system
is resistant to differential attack.

4.5. Key Sensitivity

In order to study the key sensitivity for the three security keys (the two random permutations of
the JTs and the random code image K) of the proposed encryption and decryption systems, we evaluate
the differences between the original image to be encrypted and the decrypted image obtained with
a key minimally different from the correct one. First, we encrypt an original image using three given
security key, and then, we use this encrypted image in the decryption system using two correct security
keys and the third key with a small error. For each security key represented by the two random
permutations of the JTs, we permute two positions of this security key with the purpose of obtaining
an incorrect security key for the decryption system. The difference between the original image and the
decrypted image obtained with the wrong security key is computed using the metric of the NPCR
presented in Equation (10). When we use one incorrect random permutation of the JT in the decryption
system, the other random permutation used in the another JT and the random code image K are
correct. The resulting NPCR values vary from 99.52% to 99.65%, these results show that the proposed
encryption and decryption system is highly sensitive to small changes in the security keys given by
the two random permutations of the JTs.

The key sensitivity for the the random code image K is evaluated in a similar way as the two
random permutations of the JTs. To generate a wrong key of the random code image K to use in
the decryption system, we randomly choose one pixel of image K and the least significant bit of this
chosen pixel is inverted. The image K is a random code of 8× 8 pixels. When we use a wrong random
code image K in the decryption system, the two security keys given by the two random permutations
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of the JTs are right. Again, we compute the NPCR between the original image and the decrypted
image obtained with the incorrect key of the random code image K. This procedure is performed
for every pixel of image K. Therefore, the NPCR is computed 64 times and their values vary from
99.54% to 99.68%; these values of the NPCR, close to 100%, also show that the proposed encryption
and decryption system is highly sensitive to small changes in the security key given by the random
code image K.

4.6. Computing Time

Using a typical, modern office computer with an Intel Core i7 of 2.7 GHz CPU, 4 GB RAM,
operating system Windows 10 and the numerical computation platform Matlab, we evaluated the
computing time for the proposed encryption and decryption systems. The encryption and decryption
system performed the same computations. The encryption system computed two iterative FFCTs, one
direct and the another inverse; two direct JTs; and the exclusive or operation over 64 pair of pixels.
For the decryption system the two direct JTs are replaced by two inverse JTs with the same number
of operations. The major computing time for the encryption system is due to the computation of
the iterative FFCT, because the JT and the exclusive or operation are faster operations. The average
computation time obtained in our simulation for an two-dimensional iterative FFCT of a matrix or
image subsection Is(x, y) with a size of 8× 8 pixels was 14 µs. For an original image of 1024× 1024
pixels, the number of image subsections with a size of 8× 8 pixels are 16,384 and the computing times
for the proposed encryption and decryption systems are 0.487 and 0.486 s, respectively, whenever
the iterative FFCTs of the 16,384 image subsections will be computed in a serial manner. Finally,
the computing time of the proposed encryption and decryption system can be increased by using
parallel computing and fast algorithms to compute the FFCTs.

5. Conclusions

We have presented an image encryption–decryption system based on the JT and the iterative
FFCT. We showed that the proposed security system is resistant to statistical, entropy, brute force
and differential attacks. The encrypted images have close to a random distribution with an uniform
probability density function due to the use of the iterative FFCT. The encrypted image was protected
by using three security keys represented by the two random permutations of the JTs and the random
code image K. The use of JT allowed us to increase the security over the encrypted images by adding
two keys to the encryption and decryption systems. The decrypted image we retrieved was the same
original image that was used as input in the encryption system. The decrypted image presented a high
level of image quality because of using the cosine transform over a finite field.
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