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#### Abstract

This paper introduces an optimization strategy for fabricating large aspheric mirrors. We polished a large SiC aspheric mirror, 4 m in diameter, achieving a surface error of $1 / 40 \lambda$ RMS. To the best of our knowledge, this is the first instance of such a result for a mirror of this material and size combination. Due to the various performance settings of different tools, achieving optimal polishing results with a single setting is challenging. We evaluated the performance of various tool settings and developed an optimization strategy, dividing error maps to enhance efficiency in large-aperture aspheric mirror fabrication. We established the relationship between tool size and its error control capability. The residual error map of the mirror was divided into two parts using Zernike polynomial expansion based on the frequency order of the error map. Here, we used the first 36 terms of the Zernike polynomial fit to define a low-order error map, and the residual error was used to define a high-order error map. Large tools were used to correct the low-order frequency error map, whereas small tools were used to correct the high-order frequency error map. Therefore, the original residual error map could be corrected with significantly high efficiency. By employing this strategy, we fabricated a 4 m SiC aspheric mirror in 18 months, achieving a final surface error better than $0.024 \lambda$ RMS.


Keywords: computer-controlled polishing; silicon carbide mirror; dwell time algorithm; low-frequency error; high-frequency error; error map dividing strategy

## 1. Introduction

Aspherical optical elements are extensively used in modern optical systems due to their ability to enhance system performance. Firstly, these elements correct aberrations more effectively, as they can precisely match the ideal optical wavefront, thereby delivering clearer images. Secondly, aspherical elements offer greater design flexibility, enabling them to replace combinations of spherical mirrors. Consequently, the entire optical system achieves comparable or superior performance with fewer components, simplifying the design and reducing weight.

With advancements in optical technology, next-generation optical systems increasingly demand higher resolution. Meeting this requirement necessitates enlarging the primary mirror's diameter. For instance, the primary mirror of the James Webb Space Telescope (JWST) measures 6.5 m [1]. The situation is similar for ground-based telescopes, such as the Large Binocular Telescope (LBT), which has an 8.4 m primary mirror [2]; the Subaru Telescope, which has an 8.2 m primary mirror [3]; and the Very Large Telescope (VLT), which has an 8.2 m primary mirror [4].

Furthermore, the Giant Magellan Telescope (GMT) has a 24.5 m diameter [5], the Thirty Meter Telescope (TMT) has a 30 m diameter [6], and the European Extremely Large Telescope (EELT) has a 39.3 m diameter [7]. Telescopes are being developed with
significantly larger diameters, reaching tens of meters. ULE ${ }^{\circledR}$ and ZERODUR ${ }^{\circledR}$ materials are widely used in the manufacturing of large-aperture aspherical mirrors [8,9]. Nevertheless, due to its superior mechanical and thermal properties, SiC has been regarded as the preferred material for large lightweight spaceborne mirrors [10]. However, $\mathrm{SiC}^{\prime}$ 's high specific stiffness presents challenges in grinding and polishing [11].

Regarding mirrors made of SiC material, Reosc and Boostec recently reported the fabrication of a 1.54 by 0.49 m SiC primary mirror, achieving a final processing result of 9 nm RMS [12]. The SiC primary mirror of the EUCLID Telescope, with an aperture of 1.25 m , has a targeting precision of 9 nm [13]. The Herschel Telescope's primary mirror, previously the largest SiC material reflector, attained a surface form accuracy of 3 micrometers RMS [14].

Computer-controlled optical surfacing (CCOS) is an advanced technique that has been widely used in the fabrication of aspheric optics [15-17]. It uses a computer to control the position and movement of a tool, with a diameter much smaller than that of an aspherical workpiece, to grind and polish. The calculated tool dwell-time distribution ensures deterministic material removal. However, with an increase in the diameter of the mirror, the amount of material removal increases significantly, especially for a SiC mirror, which requires a high material removal rate. Thus, improving the material removal rate while ensuring machining accuracy is becoming a great challenge in the machining process of large-aperture aspherical SiC mirrors [17]. Kim et al. proposed a non-sequential technique and successfully applied it to process the GMT's primary mirror [18]. Our previous research studied a combined processing technology for producing large-aperture aspheric mirrors with a proposed multi-mode optimization based on matrix operation [19].

Recently, the Changchun Institute of Optics, Fine Mechanics and Physics (CIOMP) completed the manufacturing of the world's largest 4 m aperture silicon carbide ( SiC ) material mirror. Xianggang Luo introduced the significance of this work [20]. Additionally, Xuejun Zhang provided a comprehensive overview of the entire manufacturing process of this mirror, including blank preparation technology, processing technology, and highprecision detection technology [21]. This paper offers a more detailed introduction to the processing technology used in the manufacturing process of this mirror. It primarily focuses on introducing efficient processing strategies for ultra-large-aperture aspherical SiC mirrors.

In this research, the relationship between the tool sizes, material removal rate, and surface error convergence efficiency was studied. An optimized strategy based on error dividing was established.

We decomposed the surface error map into low- and high-order components based on Zernike polynomials. Zernike polynomials are an effective tool for analyzing error maps [22,23], and we chose this method for the following reasons:

- Zernike polynomials can provide a smooth error map fit without high-frequency oscillation.
- Zernike polynomials are orthogonal and do not contribute to the rest of the error.
- Zernike polynomials can characterize the errors caused by the design tolerance. Errors of tolerance can be eliminated by adjusting the coefficient.
Here, we defined the first 36 terms of the Zernike polynomials as low-order components. Then, the low-order errors were corrected using a large tool with a high material removal rate. Next, a small tool was used to correct the residual errors, which were composed of high-order frequency errors and residual errors caused by the large tools. Finally, we achieved the efficient removal of surface form errors across the entire frequency. This processing strategy, which combined the advantages of large and small grinding heads, could achieve manufacturing with a high efficiency and precision. This strategy was successfully applied to the fabrication of a 4 m SiC aspheric mirror with high efficiency and good accuracy.


## 2. Principle of Error Map Dividing Strategy

### 2.1. Relationship between Tool Size and Surface Figuring Efficiency

Tool size is one of the key parameters in the optical manufacturing process. D.D. Walker studied the mid-spatial frequencies caused by the misfit between aspheric surfaces and tools [24]. Du H studied the relationship between tool size and mid-to-high-frequency control ability [25]. Both studies described the tool size and its figuring ability well. With regard to surface figuring efficiency, it is essential to consider not only the figuring ability but also the material removal rate. For a given tool, the material removal rate and figuring ability are two important indicators. Generally, the material removal rate increases with an increase in the size of the tool, whereas the figuring ability decreases because large machining tools suffer from poor accuracy. To investigate the relationship between tool size, material removal rate, and figuring ability, we conducted a series of simulation experiments.

First, we generated an error map described by a sine function with different periods, as shown in Equation (1):

$$
\begin{equation*}
z=\frac{1}{2} \sin (2 \times \pi \times r / p) \tag{1}
\end{equation*}
$$

Here, $z$ is the error value, $r$ is the radius of the data points, and $p$ is the period of the error map. The diameter of the simulation error map was 1000 mm . The range of the period used in the simulation was from 50 to 1000 mm . One of the error maps with a period of 200 mm is shown in Figure 1.


Figure 1. Simulation error map with a period of 200 mm .
Second, we used tools with different sizes to calculate the dwell time and to obtain an ideal residual error map. The results are shown in Figure 2.


Figure 2. Convergence rate as a function of the period of the error map for different tool sizes.

Here, we define the convergence rate as a function of

$$
\begin{equation*}
\text { convergency rate }=\frac{\mathrm{RMS}_{\mathrm{ini}}-\mathrm{RMS}_{\text {simulated }}}{\mathrm{RMS}_{\mathrm{ini}}} \cdot 100 \%, \tag{2}
\end{equation*}
$$

$\mathrm{RMS}_{\text {ini }}$ represents the initial surface form error, and $\mathrm{RMS}_{\text {simulated }}$ is the result of the simulation calculation. Figure 2 shows the simulation results of removing the surface shape errors of different periods with different tool sizes. It can be seen from the simulation results that, for a surface shape error with a period greater than 600 mm , the maximum convergence efficiency of $>90 \%$ was achieved, which was independent of the tool size. With the decrease in the surface error period, the convergence efficiency of the large-diameter tools decreased much more rapidly than that of the small tools. Here, "convergence efficiency" refers to the rate at which surface form errors decrease over time.

To investigate the relationship between the tool size and manufacturing time, we calculated the dwell time as a function of the tool size on the same error map. A surface shape error with a frequency period of 650 mm was selected because of the high convergence for different tool sizes. The results of the virtual simulation are shown in Figure 3. Table 1 shows the corresponding data of the convergence rates and dwell time under different tool sizes.


Figure 3. Dwell time and convergence rate as a function of tool size.
Table 1. Calculated dwell time and convergence rate as a function of tool size.

| Tool Size (mm) | $\mathbf{1 0 0}$ | $\mathbf{1 5 0}$ | $\mathbf{2 0 0}$ | $\mathbf{2 5 0}$ | $\mathbf{3 0 0}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Convergence rates | $93.4 \%$ | $97.4 \%$ | $97.5 \%$ | $93.4 \%$ | $94.3 \%$ |
| Dwell time (h) | 288.8 | 85.7 | 36.2 | 29.2 | 10.8 |

Figure 3 and Table 1 show similar convergence rates of the error map with a 650 mm frequency. However, the dwell time of a small tool ( 100 mm ) was about 30 times that of a large tool ( 300 mm ). Thus, in this case, using a large tool could significantly improve the processing efficiency.

Real error maps are usually composed of various complex factors, especially for a large-aperture aspherical mirror. Since its error period may cover a range from several millimeters to meters, it is difficult to realize high-efficiency and high-precision machining using a single-sized tool or machining method. Hence, a new strategy to combine different tools with different methods is presented in this paper to realize high-efficiency and highprecision manufacturing.

### 2.2. Principle of the Error Dividing Strategy

The basic principle of the error dividing strategy was to utilize a certain algorithm, such as the 2Sigma formula, the Fast Fourier Transform (FFT) algorithm, or Zernike polynomials,
to divide the error map into different frequencies. A large tool was used to remove loworder frequency errors, and a small tool, MRF (magnetorheological finishing) or IBF (ion beam figuring), was used to remove medium- and high-frequency errors. By using this method, low-order frequency errors could be removed with a large tool more effectively with a high convergence efficiency. Meanwhile, a small tool focused on medium- and high-frequency error control with less material removal but high precision. Therefore, by handling an error map with different tools and methods based on its frequency, the processing strategy that we developed here could obtain a high material removal rate with a high convergence efficiency for producing high-quality large aspheric mirrors. Figure 4 shows a flowchart of this error dividing strategy.


Figure 4. Flowchart of error dividing strategy.
First, we manufactured tools of various sizes according to the dimensions of the mirror. Taking the 4 m SiC mirror mentioned in this paper as an example, the sizes of the tools that we made included diameters of 600, 400, and 100 mm , and MRF was used in later stages. Then, we proceeded with the optimization process, as shown in the flowchart. If the simulation results do not meet the requirements, it is necessary to modify the parameters, which primarily refer to the combinations of different-sized tools. The optimization process went through numerous iterations and ultimately satisfied the processing requirements.

### 2.3. Mathematical Model of the Strategy

The error map of the optical mirror surface is characterized by a series of discrete data points. For the convenience of calculation, the surface error can be described in a matrix with an error at each point $(x, y)$ defined as follows:

$$
\begin{equation*}
\text { Error }_{i}=\left[x_{i}, y_{i}, z_{i}\right], \tag{3}
\end{equation*}
$$

where $i$ represents the $i_{\text {th }}$ point at the position $\left(x_{i}, y_{i}\right)$ on the workpiece, and $z_{i}$ represents the residual error at this point.

Several methods can be used to divide an error map into low-order errors and middle-high-order errors, including the average method, the 2Sigma formula, and the Fast Fourier Transform (FFT) algorithm. The use of Zernike polynomials is an effective method to fit the surface shape of an optical aspheric mirror [26]. The advantage of using Zernike polynomials for fitting low-order surface errors lies in its capability to effectively eliminate errors induced by misalignment.

Hence, it was adopted in this work to fit the low-order part of the surface shape error using the following mathematical expression:

$$
Z_{n}^{m}(\rho, \varphi)=\left\{\begin{array}{l}
R_{n}^{m}(\rho) \cos (m \varphi), m>0 ;  \tag{4}\\
R_{n}^{-m}(\rho) \sin (-m \varphi), m<0 ; \\
R_{n}^{0}(\rho), m=0 .
\end{array}\right.
$$

Here, we used the "fringe" indexing scheme, which starts at 0 instead of 1 (subtract 1) [27]. Z is the total value of the polynomial. $\rho$ is the radius of the data points, whereas $\varphi$ is the angle of the data points. $n$ is the radial order, and $m$ is the annular frequency. Depending on the polarity of the $m$ value, $Z$ is divided into three formulas, corresponding to $m>0, m<0$, and $m=0$. The coefficient $R$ is represented as follows:

$$
\begin{equation*}
R_{n}^{m}(\rho)={ }_{k=0}^{\frac{n-m}{2}} \frac{(-1)^{k}(n-k)!}{k!\left(\frac{n+m}{2}-k\right)!\left(\frac{n-m}{2}-k\right)!} \rho^{n-2 k} . \tag{5}
\end{equation*}
$$

In this study, we used the first 36 terms of the Zernike polynomials to fit the low-order frequency error map. The implementation process is as follows:
(1) The error map is changed from the Cartesian coordinate system $\left(x_{i}, y_{i}, z_{i}\right)$ to the polar coordinate system ( $\rho_{i}, \varphi_{i}, \mathrm{z}_{i}$ ).
(2) By using Zernike polynomials, error $z_{i}$ can be expressed as

$$
\begin{equation*}
z_{i}=k_{1} \rho_{i} \cos \varphi_{i}+k_{2} \rho_{i} \sin \varphi_{i}+k_{3}\left(2 \rho_{i}^{2}-1\right)+\ldots . \tag{6}
\end{equation*}
$$

where $k_{i}$ is the coefficient of the $i$ th terms in the polynomial. Based on the errors at all the points, we can obtain the least square solution of the $k_{i}$ fitting.
(3) The first 36 terms of the polynomials are chosen to describe the error map, which forms the low-order frequency of the error, $\mathrm{Z}_{\text {low }}$.

### 2.4. Dwell Time Optimization Process

In a CCOS process, the dwell time distribution is determined by the desired amount of material removal of the workpiece; this is a discrete two-dimensional (2D) convolution operation of the dwell-time function and the removal function, which is represented by the symbol "**" in Equation (7). Before grinding or polishing, the surface error map, $E(x, y)$, represents the desired amount of material removal on the optical surface. $R(x, y)$ is the tool removal function or influence function, which is closely related to the tool's parameters. $D(x, y)$ is the dwell time that should be solved. The value of $D(x, y)$ is non-negative or positive. According to Equation (7), the process to obtain the dwell time is a discrete 2D deconvolution in algebra [15,18].

$$
\begin{equation*}
E(x, y)=R(x, y) * * D(x, y) \tag{7}
\end{equation*}
$$

Since we used a series of discrete data points in the error map, a matrix-based algorithm can be used to calculate the optimal dwell time [27], as shown in Equation (8):

$$
\left[\begin{array}{c}
e_{1}  \tag{8}\\
\vdots \\
e_{m}
\end{array}\right]=\left[\begin{array}{ccc}
r_{11} & \ldots & r_{1 n} \\
\vdots & \ddots & \vdots \\
r_{m 1} & \cdots & r_{m n}
\end{array}\right]\left[\begin{array}{c}
d_{1} \\
\vdots \\
d_{n}
\end{array}\right] .
$$

$E$ is the vector form of the error map, $R$ is the tool removal matrix, and $D$ is the dwell time vector. With the generated tool removal matrix $R_{\text {large }}$ for a large-sized tool and the low-order part of the error function $Z_{\text {low }}$ from Equation (6), the low-frequency part's dwell
time $D_{\text {low }}$. can be calculated from the deconvolution of Equation (9) [28,29]. The material removal $Z_{\text {low_removal }}$ based on the optimal solution can be expressed as

$$
\begin{equation*}
Z_{\text {low_removal }}=R_{\text {large }} \times D_{\text {low }} \tag{9}
\end{equation*}
$$

Here, $\mathrm{R}_{\text {large }}$ is the large tool removal matrix, and $D_{\text {low }}$ is the low-order error map's dwell time vector that we want to calculate. There is no general solution to the dwell time in Equation (9). This means that $Z_{\text {low_removal }}$ is not equal to $Z_{\text {low }}$. If the initial measured error map is $Z_{\text {ini }}$, the residual error, $Z_{\text {residual }}$, after removal, $Z_{\text {low_removal }}$, can be calculated as

$$
\begin{equation*}
Z_{\text {residual }}=Z_{\text {ini }}-Z_{\text {low_removal }} \tag{10}
\end{equation*}
$$

By taking the high-order frequency surface error map $Z_{\text {residual }}$ as the target and the removal functions of a small tool, the magnetorheological tool, and the ion beam as the small tool removal matrix $R_{\text {small }}$, the dwell time $D_{\text {high }}$ of the small tool can be calculated.

$$
\begin{equation*}
Z_{\text {residual }}=R_{\text {small }} \times D_{\text {small }}, \tag{11}
\end{equation*}
$$

Through the above method, the residence time distributions of large and small tools after surface error separation can be obtained. The combined strategy established in this way can achieve complementary advantages with improved efficiency without sacrificing accuracy.

## 3. Simulation and Experiment

To verify the effectiveness of the optimized strategy, it was tested in the polishing of a 4 m SiC parabolic mirror. As shown in Figure 5, a computer-controlled FSGJ-4500 polishing machine (designed and manufactured by Changchun Institute of Optics, Fine Mechanics and Physics) with a capacity of 4.5 m was used to produce the 4 m SiC parabolic mirror.


Figure 5. The 4 m SiC mirror and FSGJ-4500.
The Tool Influence Function (TIF) is the instantaneous amount of material removal by a tool executing a specific motion. The TIF can be determined either by using empirical measurements or simulations based on mathematical models. In practical applications, our tool operates with a planar rotary motion. Therefore, we employed a mathematical model of the planar rotary removal function to simulate and generate the TIF for computational purposes [30]. The simulation results of the TIF for tools with diameters of 100 and 400 mm are presented as Figure 6.

The surface error map used in the experiment is shown in Figure 7a, and it was divided into a low-order frequency error map and a high-order frequency error, as shown in Figure 7b,c.


Figure 6. Tool removal function: (a) 400 mm tool and (b) 100 mm tool.

(a)

(b)

(c)

Figure 7. Surface error maps: (a) initial surface error map, (b) low-order error map, and (c) high-order error map.

The dwell time vectors were calculated for the low-order and high-order error maps. With the input error data from the low-order error map in Figure 7b, the low-order error map is shown in Figure 8a, and simulated material removal map is shown in Figure 8b. The residual error map is displayed in Figure 8c, with the total simulation result shown in Figure 8d. The simulation results showed that the surface figure accuracy converged from RMS0.2 $\lambda$ to RMS0.071 $\lambda$ after one optimized iteration.

To verify the effectiveness of the optimized strategy, we also carried out simulation calculations for the large and small tools. The simulation results are displayed in Figure 9 and summarized in Table 2.

Table 2. Simulation results.

| Tool Size (mm) | 100 | 400 | 400 and 100 |
| :--- | :--- | :--- | :--- |
| Initial RMS $(\lambda)$ |  | 0.207 |  |
| Residual RMS $(\lambda)$ | 0.057 | 0.179 | 0.071 |
| Convergence rate | $72.46 \%$ | $13.53 \%$ | $65.70 \%$ |
| Time (hour) | 100.6 | 26.6 | $24.1($ small $)+11.7($ large $)=35.8$ |
| Convergence efficiency | 0.72 | 0.51 | 1.84 |



Figure 8. Simulation results: (a) residual error map for low-order error map, (b) calculated material removal for low-order error map, (c) residual error map for 100 mm tool figuring, and (d) total simulation result.


Figure 9. Simulation results for large and small tools. (a) Simulation result for 400 mm tool. (b) Simulation result for 100 mm tool.

To evaluate the effectiveness of the strategy, we defined a parameter of CE (convergence efficiency, percent per hour), which can be calculated as follows:

$$
\begin{equation*}
\mathrm{CE}=\frac{\text { Convergence rate }}{\text { Time }} \tag{12}
\end{equation*}
$$

CE characterizes the convergence rate of the surface error per unit processing time. As shown in Table 2, using the error map dividing strategy could significantly improve the processing efficiency. When a single tool was used, the CE values were 0.72 and 0.51 with tool sizes of 100 and 400 mm , respectively. With the dividing strategy, allowing the 400 mm tool to remove low-order frequency errors, followed by using the 100 mm tool to remove high-order frequency errors, the combined CE increased to 1.84.

Finally, the optimized strategy was tested in an actual fabrication process. Figure 10 shows the surface errors after two tool fabrication processes.


Figure 10. Surface errors after fabrication.
After this round of processing, the RMS of the surface error was $0.109 \lambda$, with an actual convergence rate of $47 \%$.

The total processing time from grinding to polishing was 18 months. This duration included not only the time directly spent polishing but also encompassed preparatory and intermittent processes such as setup, inspection, and adjustments based on ongoing results.

The total time spent on processing and measurement activities was 377 days, with the measurement phase consuming over half of this duration. A significant amount of time devoted to measurement can be attributed to the challenges associated with obtaining stable and trustworthy measurement data for high-precision, large-aperture ( 4 m class) aspheric surfaces. The pure machining time was approximately 180 days. The simulations predicted a required polishing time of 120 days, which was based on factors like material removal rate and surface error distribution. The difference between the simulated and actual "pure" machining times could be attributed to unforeseen material behavior, tool wear rates, and edge effect control.

We also conducted simulation calculations for the individual use of 100 mm small tools and 400 mm large tools. The processing precision achieved using the 400 mm large tool alone could not meet the requirements. In contrast, when using the 100 mm small tool alone, the simulated calculation for the required pure machining time was approximately 300 days, significantly higher than when employing an error separation processing strategy.

By employing this strategy for the processing of a 4 m SiC mirror, the final RMS of the error map was $0.024 \lambda$, as shown in Figure 11.


Figure 11. Final result of 4 m SiC mirror.

## 4. Discussion

Based on the principle of dividing errors, we present an efficient optimized strategy for processing large-sized aspheric mirrors. The surface figure errors were divided into low-order and high-order frequency errors. Different processing methods were selected according to the characteristics of the errors. A targeted processing strategy was established
based on a mathematical simulation. This strategy overcame the limitation of processing methods using a single tool and was especially suitable for the processing of large-aperture aspherical mirrors, which require the use of a series of tools. The strategy was applied to the polishing of a 4 m SiC mirror. The initial error map RMS was $0.207 \lambda$, which converged to $0.109 \lambda$ after one iterative process. The results of the simulation and experiment demonstrated the effectiveness of the optimized error dividing strategy. Under the guidance of this strategy, the final residual surface error of the 4 m SiC mirror was better than $0.024 \lambda$ RMS.

However, during the experiments and actual use, we also identified the shortcomings of this method. Firstly, there was a discrepancy between the simulation results and actual processing outcomes, primarily due to the instability in the CCOS processing technique, necessitating further improvements in the certainty of the processing technology. Secondly, the current relationship between the grinding head size and frequency error is still based on simulation results. A series of experiments are needed to determine the relationship between different tool sizes and frequency errors in order to further refine our model and achieve better results.

Author Contributions: Conceptualization, Z.L. and L.L.; methodology, Z.L.; software, Z.L.; validation, X.L. and H.H.; formal analysis, Z.L.; investigation, L.L.; resources, Z.L.; data curation, Z.L.; writingoriginal draft preparation, Z.L.; writing-review and editing, Z.L.; visualization, E.Q.; supervision, X.L.; project administration, X.L.; funding acquisition, L.L. All authors have read and agreed to the published version of the manuscript.
Funding: This research was funded by the Youth Innovation Promotion Association CAS (2021215); the National Natural Science Foundation of China (62275246); and the National Key Research and Development Program (2022YFB3403405).

Institutional Review Board Statement: Not applicable.
Informed Consent Statement: Not applicable.
Data Availability Statement: The data presented in this study are available on request from the corresponding author.

Conflicts of Interest: The authors declare no conflict of interest.

## References

1. Daukantas, P.; Carts, Y. James Webb Space Telescope. Proc. Int. Astron. Union 2007, 2, 522-525.
2. Hill, J.M. The large binocular telescope. Appl. Opt. 2010, 49, 115-122. [CrossRef] [PubMed]
3. Kaifu, A.N. SUBARU Telescope. Proc. SPIE 1998, 15, 14-22.
4. Luehe, O.V.D.; Derie, F.; Koehler, B.; Paresce, F.; D'Arcio, L. Interferometry with the ESO Very Large Telescope. Proc. SPIE-Int. Soc. Opt. Eng. 1995, 2566, 124-133.
5. Martin, H.M.; Allen, R.G.; Burge, J.H.; Davis, J.M.; Davison, W.B.; Johns, M.; Kim, D.W.; Kingsley, J.S.; Law, K.; Lutz, R.D.; et al. Production of primary mirror segments for the Giant Magellan Telescope. SPIE Astron. Telesc. Instrum. 2014, 9151, 91510J.
6. Cole, G.C. Optical fabrication and metrology for the thirty meter telescope primary mirror segments. In Proceedings of the Optical Fabrication and Testing 2017, Denver, CO, USA, 9-13 July 2017; p. OW1B.4.
7. Rees, P.; Gray, C. Metrology requirements for the serial production of ELT primary mirror segments. SPIE Opt. Eng. Appl. 2015, 9575, 957508.
8. Stepp, L.M.; Huang, E.; Cho, M.K. Gemini primary mirror support system. In Advanced Technology Optical Telescopes V; International Society for Optics and Photonics: Washington, DC, USA, 1994; pp. 223-237.
9. European Southern Observatory. The European Extremely Large Telescope (EELT). Available online: https:/ /elt.eso.org/mirror/ M1 / (accessed on 21 December 2023).
10. Geyl, R.; Leplan, H.; Chaussat, G. Pushing SiC polishing technology for advanced applications. In Proceedings of the SPIE Optical Fabrication, Testing, and Metrology VI, Frankfurt, Germany, 14-17 May 2018; Volume 10692, p. 106920X.
11. Zhang, X.; Zeng, X.; Hu, H.; Luo, X. Manufacturing and testing large SiC mirrors in an efficient way. In Proceedings of the SPIE Optical Systems Design 2015: Optical Fabrication, Testing, and Metrology V, Jena, Germany, 7-10 September 2015; Volume 9628, p. 96280S.
12. Rodolfo, J. SiC mirrors polishing. In Proceedings of the SPIE International Conference on Space Optics-ICSO 2014, Tenerife, Canary Islands, Spain, 6-10 October 2014; Volume 10563, p. $105631 Z$.
13. Bougoin, M.; Lavenac, J.; Gerbert-Gaillard, A.; Pierot, D. The SiC primary mirror of the EUCLID telescope. In Proceedings of the SPIE International Conference on Space Optics—ICSO 2016, Biarritz, France, 18-21 October 2016; Volume 10562, p. 105623Q.
14. Pilbratt, G.L. Herschel mission overview and key programmes. In Proceedings of the SPIE Space Telescopes and Instrumentation 2008, Marseille, France, $23-28$ June 2008; Volume 7010, p. 701002.
15. Jones, R.A. Fabrication using the computer controlled polisher. Appl. Opt. 1978, 17, 1889-1892. [CrossRef] [PubMed]
16. Aspden, R.; Mcdonough, R.; Nitchie, F.R. Computer assisted optical surfacing. Appl. Opt. 1972, 11, 2739-2747. [CrossRef] [PubMed]
17. Walker, D.D.; Brooks, D.; King, A.; Freeman, R.; Morton, R.; Mccavana, G.; Kim, S.-W. The 'Precessions' tooling for polishing and figuring flat, spherical and aspheric surfaces. Opt. Express 2003, 11, 958-964. [CrossRef] [PubMed]
18. Kim, D.W.; Kim, S.W.; Burge, J. Non-sequential optimization technique for a computer controlled optical surfacing process using multiple tool influence functions. Opt. Express 2009, 17, 21850. [CrossRef] [PubMed]
19. Liu, Z. Dwell time algorithm for multi-mode optimization in manufacturing large optical mirrors. In Proceedings of the SPIE 9281: 7th International Symposium on Advanced Optical Manufacturing and Testing Technologies: Advanced Optical Manufacturing Technologies, Harbin, China, 6 August 2014; p. 92810G.
20. Luo, X . High-precision fabrication of 4 m SiC aspheric mirror. Light Sci. Appl. 2023, 12, 4. [CrossRef] [PubMed]
21. Zhang, X.; Hu, H.; Wang, X.; Luo, X.; Zhang, G.; Zhao, W.; Wang, X.; Liu, Z.; Xiong, L.; Qi, E.; et al. Challenges and strategies in high-accuracy manufacturing of the world's largest SiC aspheric mirror. Light Sci. Appl. 2022, 11, 310. [CrossRef] [PubMed]
22. Bauer, A.; Schiesser, E.M.; Rolland, J.P. Starting geometry creation and design method for freeform optics. Nat. Commun. 2018, 9, 1756. [CrossRef] [PubMed]
23. Ibañez, D.R.; Gomez-Pedrero, J.A.; Alonso, J.; Quiroga, J.A. Robust fitting of Zernike polynomials to noisy point clouds defined over connected domains of arbitrary shape. Opt. Express 2016, 24, 5918-5933. [CrossRef] [PubMed]
24. Walker, D.D.; Yu, W.; Yu, G.; Li, H.; Zhang, W.; Lu, C. Insight into aspheric misfit with hard tools: Mapping the island of low mid-spatial frequencies. Appl. Opt. 2017, 56, 9925-9931. [CrossRef]
25. Du, H.; Song, C.; Li, S.; Peng, X.; Shi, F.; Zhao, M. Multi-tool selection model for the error control of mid- to-high frequency and rapid fabrication on large-scale aspheric optics. Optik 2020, 216, 164635. [CrossRef]
26. Zhu, W.; Beaucamp, A. Zernike mapping of optimum dwell time in deterministic fabrication of freeform optics. Opt. Express 2019, 27, 28692-28706. [CrossRef] [PubMed]
27. Lee, H.; Yang, M. Dwell time algorithm for computer-controlled polishing of small axis-symmetrical aspherical lens mold. Opt. Eng. 2001, 40, 1936-1943.
28. Goodwin, E.P.; Wyant, J.C. Field Guide to Interferometric Optical Testing; SPIE: Bellingham, WA, USA, 2006; p. 25. ISBN 0-8194-6510-0.
29. Carnal, C.L.; Egert, C.M.; Hylton, K.W. Advanced matrix-based algorithms for ion beam milling of optical components. In Proceedings of the SPIE 1752: Current Developments in Optical Design and Optical Engineering II, San Diego, CA, USA, 22 July 1992; pp. 54-62.
30. Deng, W.; Zheng, L.-G.; Shi, Y.-L.; Wang, X.-K.; Zhang, X. Dwell time algorithm based on matrix algebra and regularization method. Opt. Precis. Eng. 2007, 15, 1009-1015. (In Chinese)

Disclaimer/Publisher's Note: The statements, opinions and data contained in all publications are solely those of the individual author(s) and contributor(s) and not of MDPI and / or the editor(s). MDPI and/or the editor(s) disclaim responsibility for any injury to people or property resulting from any ideas, methods, instructions or products referred to in the content.

