
Citation: Wang, G.; Hou, Z.; Qin, L.;

Jing, X.; Li, Y.; Wu, Y. Influence of

Image Processing Method on

Wavefront Reconstruction Accuracy

of Large-Aperture Laser. Photonics

2023, 10, 799. https://doi.org/

10.3390/photonics10070799

Received: 9 June 2023

Revised: 5 July 2023

Accepted: 6 July 2023

Published: 10 July 2023

Copyright: © 2023 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

photonics
hv

Article

Influence of Image Processing Method on Wavefront
Reconstruction Accuracy of Large-Aperture Laser
Gangyu Wang 1,2,3 , Zaihong Hou 1,3,*, Laian Qin 1,3, Xu Jing 1,3, Yang Li 1,2,3 and Yi Wu 1,3

1 Key Laboratory of Atmospheric Optics, Anhui Institute of Optics and Fine Mechanics, Hefei Institutes of
Physical Science, Chinese Academy of Sciences, Hefei 230031, China; wgy0606@mail.ustc.edu.cn (G.W.);
laqin@aiofm.ac.cn (L.Q.); xujing@aiofm.ac.cn (X.J.); ly2020@mail.ustc.edu.cn (Y.L.); wuyi@aiofm.ac.cn (Y.W.)

2 Science Island Branch of Graduate School, University of Science and Technology of China, Hefei 230026, China
3 Advanced Laser Technology Laboratory of Anhui Province, Hefei 230037, China
* Correspondence: zhhou@aiofm.ac.cn; Tel.: +86-1915-909-9396

Abstract: In order to improve the wavefront reconstruction accuracy of a large-aperture laser, this
paper proposed an adaptive window preprocessing algorithm based on the threshold center of gravity
method (AW-TCoG). The effects of median filtering and mean filtering on spot image processing
and wavefront reconstruction accuracy are simulated and analyzed. The results show that the mean
filtering method has a better effect on noise elimination and can further improve the accuracy of
wavefront reconstruction. In addition, the centroid detection errors of large-aperture laser wavefront
reconstruction through the center of gravity (CoG), the threshold center of gravity (T-CoG), and
the Windowing method were studied. The analysis shows that, due to the influence of noise,
the wavefront reconstruction accuracy is poor when the CoG and Windowing methods are used
to calculate centroid parameters, while the wavefront reconstruction accuracy of the threshold
centroid method is better and can reach 0.2λ. When using the AW-TCoG proposed in this paper, the
wavefront reconstruction accuracy can be maintained within 0.1λ for different incident wavefront
RMS values and spot images with different signal-to-noise ratio (SNR) levels. Compared with the
traditional threshold centroid method, the wavefront reconstruction accuracy of this method is
significantly improved.

Keywords: imaging systems; image processing; centroid algorithm; wavefront reconstruction;
large-aperture measurement

1. Introduction

The beam quality of large-aperture lasers is difficult to measure directly. Therefore,
the laser at the exit of the system can be measured by constructing a lens array suitable
for the laser beam size, so as to obtain the beam quality parameters [1–3]. In the practical
application scene, due to the influence of ambient light, detector noise, and other factors,
the sub-aperture spot intensity distribution in the spot image collected using the detector
array is uneven [4,5], which leads to a decrease in spot centroid positioning accuracy, thus
affecting the wavefront reconstruction accuracy and beam quality parameter measurement
accuracy [6–8].

In order to solve the problem of centroid localization of spot images in a lens array,
researchers have proposed a series of methods in recent years. The accuracy of centroid
detection is improved by improving centroid location algorithms, such as CoG, T-CoG,
weighted center of gravity (W-CoG), correlation algorithm (CORR), etc. [9–11]. The pixel
values of the spot image are directly processed via spatial filtering, such as mean filtering,
median filtering, etc. [12,13]. However, the above method has a poor filtering effect on
the image and low calculation accuracy of the centroid when the SNR of the spot image
is low [14]. In addition, the centroid extraction method based on a neural network is also
widely used, but the centroid positioning accuracy of this method depends on the training
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set generation method and model training accuracy. When the near-field light intensity of
the incident beam fluctuates dynamically, the training set generation is complicated and
the model training is more difficult, so it is difficult to use in the actual complex wavefront
detection scene at present [15–18].

In order to further improve the centroid positioning accuracy of the spot in the lens
array, this paper compares and analyzes the traditional centroid calculation method. Firstly,
the median filter and mean filter are used to preprocess the spot, and the resulting images
obtained using the two methods are compared. Then, CoG, T-CoG, and Windowing
methods are used to calculate the centroid parameters of the spot. The results show that
when the image SNR is poor, the accuracy of wavefront reconstruction is low by using
the above method to calculate the centroid parameters. Therefore, this paper proposed an
adaptive window preprocessing algorithm based on the threshold center of gravity method
(AW-TCoG). That is, after using the filtering algorithm to process each spot, windows are
added according to the spot intensity distribution in each image, and then T-CoG is used to
calculate the centroid of the image in the window. The simulation results show that the
reconstruction accuracy of the wavefront is greatly improved when this method is used to
calculate the centroid parameters of spot images at different SNR levels.

2. System Structure and Parameter Measurement Methods
2.1. System Structure

The wavefront distribution of a large-aperture laser beam can be measured using
the lens array method [19,20]. This method is different from the traditional Hartmann
wavefront sensor in that the lens elements are not connected. By adjusting the lens size and
lens spacing, the near-field detection of a large-aperture beam at the system exit is realized.
The key in wavefront reconstruction is the offsetting of centroid coordinates. According
to the offset, the wavefront slope within each sub-lens region can be obtained, and then
the wavefront shape of the incident beam can be reconstructed through a wavefront
reconstruction algorithm [21–23]. The system structure and lens arrangement are shown in
Figure 1. The red area in the figure is the effective detection range of the incident beam,
and Table 1 is the system parameters.
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Figure 1. System structure and sub-aperture arrangement diagram.

Table 1. System parameters.

Parameter Description Parameter

Beam aperture/mm 125 Beam aperture/mm
Beam wavelength/nm 1064 Beam wavelength/nm

Lens size/mm 20 Lens size/mm
Lens spacing/mm 5 Lens spacing/mm

Duty factor 0.8 Duty factor
Lens focal length/mm 500 Lens focal length/mm
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The slopes in the x and y directions of the corresponding local wavefront on the
sub-aperture are gxi and gyi, respectively. The calculation formula is as follows:

gxi =
∆xi

f

gyi =
∆yi

f

(1)

Therefore, gxi and gyi can be obtained by measuring ∆xi and ∆yi. After calculating gxi
and gyi, the corresponding algorithm can be used to reconstruct the wavefront phase of the
incident beam.

2.2. Wavefront Reconstruction Algorithm

The commonly used wavefront reconstruction methods in adaptive optics include the
region method and Zernike mode method [24]. The wavefront phase distribution can be
expressed by Zernike polynomials [25]:

Φ(x, y) =
l

∑
k=1

akzk(x, y) (2)

where l is the number of modes, ak is the coefficient of the kth Zernike polynomial, and zk
is the kth Zernike polynomial.

The wavefront reconstruction calculation of the Zernike mode method can be ex-
pressed in the form of a matrix as:

Gx(1)
Gy(1)
Gx(2)
Gy(2)

. . .
Gx(m)

Gy(m)


=



Zx1(1) Zx2(1) . . . ZxN (1)
Zy1(1) Zy2(1) . . . ZyN (1)
Zx1(2) Zx2(2) . . . ZxN (2)
Zy1(2) Zy2(2) . . . ZyN (2)

. . . . . . . . . . . .
Zx1(m) Zx2(m) . . . ZxN (m)

Zy1(m) Zy2(m) . . . ZyN (m)


·


a1
a2
. . .
aN

 (3)

where m is the total number of lens elements and N is the number of Zernike polynomials;
ZxN(m) and ZyN(m) are the average wavefront slope of the Nth Zernike polynomial in the
mth lens region in the x and y directions, respectively, which can be simplified as:

G = Z • A (4)

Here, G is the calculated wavefront slope matrix, Z is the 2 m × N reconstruction
matrix, and A is the Zernike polynomial coefficient matrix that we need to calculate. The
specific solution of matrix A can be achieved using a matrix operation. In general, twice
the total number of lenses is larger than the number of Zernike terms, so the singular value
decomposition method can be used to calculate the generalized inverse matrix Z+ of Z.
Matrix A is given by

A = Z+• G (5)

After the coefficient matrix is calculated, the wavefront can be reconstructed by substi-
tuting it back into Formula (2).

In this paper, we used the root mean square error (RMSE) as the standard to measure
the accuracy of the wavefront reconstruction. The RMSE represents the root mean square
value of the wavefront residual; the smaller the value, the higher the accuracy of the
restoration. The phase information of a residual wavefront is obtained by subtracting the
reconstruction wavefront and the incident wavefront, and then the RMS is calculated. The
calculation formula is:

εRMSE =
√
(∑

u
(φ(u)− φo(u))

2
)/N (6)
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where φo(u) is the original wavefront, φ(u) is the recovery wavefront, and N is the total
number of sampling points.

2.3. Filtering Method

Mean filtering and median filtering are two commonly used image filtering methods,
so this paper focuses on the analysis of these two filtering methods. Mean filtering, also
known as linear filtering, mainly uses the geometric neighborhood averaging method [12].
The basic principle of mean filtering is to use the current pixel and several neighborhood
pixels to form a template and calculate the mean of all pixels in the template to replace the
current pixel value in the original image. The same processing is performed on each pixel
in the image to form a new image after processing.

Assuming that the original image is f (x, y) and the template size is 3 ∗ 3 (its size and
shape depend on the actual needs), the processed image f ′(x, y) can be expressed as

f ′(x, y) =
1

3 ∗ 3

1

∑
i=1

1

∑
j=−1

f (x + 1, y + 1) (7)

The mean filter using the neighborhood averaging method is very suitable for remov-
ing the particle noise in the image obtained via scanning, but it also causes blurring due to
averaging, and the blurring degree is proportional to the neighborhood radius.

Median filtering is a commonly used nonlinear smoothing filter. Its basic principle
is to replace the value of a point in the image with the median value of each point in a
neighborhood of the point. Let {f (x, y)} denote the gray value of each point in the image.
The two-dimensional median filter with window size S can be defined as:

f ′(x, y) = Med{ f (x + s, y + t), (s, t) ∈ S(x, y)} (8)

Its main function is to change the pixel with a large difference in gray value from
the surrounding pixel to a value close to the surrounding pixel value, thereby eliminating
isolated noise points. Therefore, median filtering is very effective for filtering salt-and-
pepper noise in images.

2.4. Centroid Algorithm

For the calculation of the centroid of the spot image, the CoG, the T-CoG, and the
Windowing method are widely used. The centroid method can be regarded as a weighted
operation of the gray value of the target image, which can be expressed using Formula (9).

x0 =

M
∑

i=1

N
∑

j=1
i f (i, j)

M
∑

i=1

N
∑

j=1
f (i, j)

FFSk , SSy0 =

M
∑

i=1

N
∑

j=1
j f (i, j)

M
∑

i=1

N
∑

j=1
f (i, j)

(9)

where m and n represent the total number of pixels in the horizontal and vertical directions,
respectively, and f (i,j) represents the gray value of the (i,j)th pixel.

When the image centroid is calculated using the CoG, the central information of the
target image is not fully utilized, which results in the weak anti-noise ability of the method.
If the noise increases, the accuracy will be seriously reduced. Therefore, the CoG method
requires a high-SNR image to meet the accuracy requirements [26].

The Windowing method applies a window to the sub-aperture spot image. For the
noise outside the window, the windowing method can effectively reduce its influence on
the centroid detection accuracy, thereby improving the centroid detection accuracy. The
location and size of the window will affect the extraction results of the effective information
of the spot, which will affect the accuracy of the spot centroid calculation. Therefore,



Photonics 2023, 10, 799 5 of 15

when using the Windowing method, it is particularly important to select the appropriate
window size.

The T-CoG method can remove some noise in the grayscale image, but the appropriate
threshold should be determined according to the background characteristics of the local
area of the target image point in the actual image. If the threshold is too large, part of the
target image information will be lost, resulting in asymmetry in the gray distribution of the
target image, causing a large error. If the threshold is too small, more noise will remain. It
can be seen from Reference [27] that the optimal value of the threshold is the mean of the
spot image intensity plus 3-times the RMS value of the noise.

x0 =

M
∑

i=1

N
∑

j=1
i [ f (i, j)− T]

M
∑

i=1

N
∑

j=1
[ f (i, j)− T]

FFSk , SSy0 =

M
∑

i=1

N
∑

j=1
j [ f (i, j)− T]

M
∑

i=1

N
∑

j=1
[ f (i, j)− T]

(10)

where T is the set threshold.
When the noise intensity is large or the noise has a great influence on the spot shape,

it is difficult to achieve high-precision calculation of the spot centroid by using the T-CoG
method. Therefore, this paper proposes the AW-TCoG. Firstly, each spot is processed using
the filtering method. Since the shape of the spot in each sub-aperture focal plane is different
after the distorted wavefront passes through the lens array, the algorithm adds a window
based on the spot intensity distribution of each spot and then calculates the centroid of the
spot using the T-CoG method in the added window.

According to the formula, 2.44λ/d, the diffraction limit angle of the beam passing
through a single lens can be known, and the spot size in the focal plane of the detector can
be determined according to the double-diffraction limit angle.

D = 2.44
λ

d
· f (11)

As shown in Figure 2, the image is binarized using the global threshold method. Then,
the white area in the binary image is surrounded by a frame, and the window size (a, b)
for windowing the spot image can be obtained, where a and b represent the length and
width of the added window, respectively. In addition, it should be noted that due to the
threshold processing of the spot image, the final calculated window size of each sub-spot is
also different, so the value of (a, b) needs to be compared with the theoretically calculated
spot size D. In order to ensure that more of the effective information on the spot is retained
in the window, a larger value is selected.

Ai =

{
ai , a > D
D , a < D

, Bi =

{
bi , b > D
D , b < D

(12)

here, i is the number of spots to be measured, and Ai and Bi represent the length and width
of each window finally determined.
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The approximate positions of the centroid in the spot image calculated using
Formula (9) are (xi, yi). Taking (xi, yi) as the center coordinates of the added window,
the window with a size of Ai × Bi is added, respectively. Finally, the centroid coordi-
nate parameters of the image to be detected in the added window are obtained using the
threshold method. Figure 3 shows a diagram of the adaptive spot windowing threshold
centroid method.
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3. Numerical Simulation
3.1. Image Filtering

When the detector collects the sub-spot image, it will introduce signal photon noise,
background photon noise, readout noise, and so on due to the influence of the environment
and the quantum characteristics of the photodetector [17,18]. According to the charac-
teristics of detection noise, the noise of the photodetector is generally represented by the
Poisson–Gaussian model. In this model, the signal-related noise introduced by the quantum
characteristics of the sensor is modeled via Poisson distribution, and the signal-independent
noise is modeled via Gaussian distribution [19,20]. The formula is as follows:

s(x) = a·p(s0(x)) + n(x) (13)

where s(x) is the image with noise, s0(x) is the clear image, x is a pixel, a is the gain, n is
the Gaussian noise distribution with mean value m and standard deviation σ, and p is the
Poisson noise distribution depending on the signal. By adjusting the signal light intensity
or noise level, different SNR images can be obtained. The SNR of a single sub-aperture
image can be expressed as:

Rm
SN = (

N
∑

u=1

N
∑

v=1
Iuv − N2µn)/(N2σn)

Rp
SN = (Imax − µn)/σn

Re
SN = 20 log[(

N
∑

u=1

N
∑

v=1
Iuv − N2µn)/σn]

(14)

where Rm
SN , Rp

SN , and Re
SN are the mean SNR, peak SNR, and energy SNR of the sub-

aperture, respectively, Iuv is the gray value at the pixel (u, v), Imax is the maximum gray
value in the sub-aperture, µn is the mean value of the noise in the sub-aperture, σn is
the root mean square value of the noise in the sub-aperture, and N is the width of the
approximate Airy spot. In this paper, SNRm is used to represent the mean value of SNR of
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all sub-apertures. Figure 4 shows 100 random wavefront aberrations generated according
to Formula (2).
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According to Formula (13), noise is added to the wavefront to obtain noise images at
different SNR levels. The noise image is processed using mean filtering, median filtering,
and non-filtering, respectively, and then the centroid of the image is extracted using
the threshold centroid method. The wavefront is reconstructed using the Zernike mode
method, and then the wavefront reconstruction accuracy is calculated using Formula (6).
Figures 5 and 6 represent two cases of high and low SNR in image filtering, respectively.
Figure 5 indicates that the SNRm is 5, and Figure 6 indicates that the SNRm is 12. The
wavefront reconstruction accuracy obtained using the above three methods of noise image
processing is shown in Figure 7.
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Combined with Figures 5 and 6, we can draw the following conclusions: when the
SNR of each sub-aperture is low, the noise has a great influence on the spot, and the mean
filtering method has a relatively good effect on noise elimination. When the SNR of each
sub-aperture is high, the influence of noise on the spot shape is small. At this time, the mean
filtering or median filtering method has a similar effect on noise elimination. It can be seen
from Figure 7 that the accuracy of wavefront reconstruction is relatively high when only the
T-CoG method is used to calculate the centroid. If the noise image is preprocessed using
mean filtering, the accuracy of wavefront reconstruction can be further improved. The
median filter is less effective for noise filtering that does not belong to the salt-and-pepper
noise type; specifically, when the image SNR is low, it will lead to a decrease in the accuracy
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of wavefront reconstruction. In summary, this paper chooses the mean filtering method to
process the image globally.

3.2. Centroid Algorithm and Wavefront Reconstruction Accuracy

The mean filtering method is used to process the image globally, and then the CoG, the
T-CoG, the Windowing, and the AW-TCoG proposed in this paper are used to extract the
centroid of the spot image after filtering. Among them, T-CoG removes noise by subtracting
the background mean and triple standard deviation from the gray value of the spot image
in the sub-aperture, and the Windowing method limits the pixel area about the centroid
extraction in the sub-aperture to reduce the noise interference of the spot.

In order to fully compare the influence of different centroid localization algorithms on
the accuracy of wavefront reconstruction, this paper divides the wavefront to be measured
into two different situations for discussion. Generating 200 wavefront aberrations, of which
100 wavefront RMS values are small, the other 100 wavefront RMS values are large. Figure 8
shows 200 random wavefront aberrations generated according to Formula (2).

Photonics 2023, 10, x FOR PEER REVIEW 10 of 17 
 

 

decrease in the accuracy of wavefront reconstruction. In summary, this paper chooses the 

mean filtering method to process the image globally. 

3.2. Centroid Algorithm and Wavefront Reconstruction Accuracy 

The mean filtering method is used to process the image globally, and then the CoG, 

the T-CoG, the Windowing, and the AW-TCoG proposed in this paper are used to extract 

the centroid of the spot image after filtering. Among them, T-CoG removes noise by sub-

tracting the background mean and triple standard deviation from the gray value of the 

spot image in the sub-aperture, and the Windowing method limits the pixel area about 

the centroid extraction in the sub-aperture to reduce the noise interference of the spot. 

In order to fully compare the influence of different centroid localization algorithms 

on the accuracy of wavefront reconstruction, this paper divides the wavefront to be meas-

ured into two different situations for discussion. Generating 200 wavefront aberrations, of 

which 100 wavefront RMS values are small, the other 100 wavefront RMS values are large. 

Figure 8 shows 200 random wavefront aberrations generated according to Formula (2). 

10 20 30 40 50 60 70 80 90 100
0.17

0.18

0.19

0.20

0.21

0.22

0.23

0.24

0.25

0.26

R
M
S
/
λ

100 random combined aberrations

 RMS values of 100 random combined aberrations

（a）

0 10 20 30 40 50 60 70 80 90 100
0.425

0.450

0.475

0.500

0.525

R
M
S
 
/
λ

 RMS values of 100 random combined aberrations

100 random combined aberrations 
(b)  

Figure 8. RMS values of 200 random combined aberrations. (a) 0.18λ < RMS < 0.25λ, (b) 0.45λ < 

RMS < 0.525λ. 

Noise is added to 200 random wavefront aberrations in the same way, and the wave-

front reconstruction accuracy at different SNR levels is calculated by using the above 

method. Figure 9 shows the reconstruction of the same distorted wavefront using the four 

methods. Figure 10 shows the wavefront reconstruction accuracy curves of the four meth-

ods at different SNR levels under two kinds of wavefront RMS values. 

 
(a) 

Figure 8. RMS values of 200 random combined aberrations. (a) 0.18λ < RMS < 0.25λ,
(b) 0.45λ < RMS < 0.525λ.

Noise is added to 200 random wavefront aberrations in the same way, and the wave-
front reconstruction accuracy at different SNR levels is calculated by using the above
method. Figure 9 shows the reconstruction of the same distorted wavefront using the
four methods. Figure 10 shows the wavefront reconstruction accuracy curves of the four
methods at different SNR levels under two kinds of wavefront RMS values.
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Figure 9. Reconstruction of the same wavefront by different methods. (a) CoG, (b) Windowing,
(c) T−CoG, (d) AW−TCoG.
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It can be seen from Figure 10 that there is a certain relationship between the wavefront
reconstruction accuracy and the RMS value of the incident wavefront. When the wavefront
RMS value is relatively small, the wavefront reconstruction accuracy is relatively high. The
wavefront reconstruction accuracy of the traditional centroid algorithm and the windowed
preprocessing method decreases rapidly with the decrease in SNR, which also means that it
is difficult to achieve effective wavefront reconstruction by using these two methods at low
SNR. The threshold centroid method can maintain the wavefront reconstruction accuracy
below 0.15λ when the RMS value of the initial wavefront is small, and the wavefront
reconstruction accuracy reaches 0.2λ when the RMS value of the initial wavefront is large.
When using the AW-TCoG proposed in this paper, the influence of noise on centroid
detection is further reduced due to the windowing processing according to the actual size
of the spot, so the wavefront reconstruction accuracy is effectively improved. Regardless of
whether the incident wavefront RMS value is large or small, the wavefront reconstruction
accuracy is basically maintained within 0.1λ at different levels of SNR.

4. Discussion
4.1. Influence of Image Processing Methods on the Defocus Aberration

The defocus was the most common aberration during our experiment, which can be
expressed as:

ϕ =
√

3(2ρ2 − 1) (15)

where ρ ∈ [0, 1] is the defocus aberration, as shown in Figure 11. According to Formula (13),
noise is added to the defocus aberration image. The CoG method, the T-CoG method, the
Windowing method, and the AW-TCoG method are used to extract the centroid of the
filtered image. The results are shown in Figure 12. We can obviously see that by using
different methods to process the noise image of defocus aberration, the restoration accuracy
gap is large. Among the four methods, the recovery accuracy of the COG method and the
Windowing method is low, and the recovery accuracy of the T-COG method is significantly
higher. This shows that when processing noisy images, filtering out some noise has a
positive effect on improving the accuracy of image centroid detection. Because the COG
method directly calculates the centroid based on the noise image, it does not reduce the
influence of noise on the image to be measured, so the calculation accuracy is low. The
low accuracy of the centroid calculation of the Windowing method is because only the
window is added to the image to be tested. Although the influence of noise on the centroid
calculation is reduced, the noise is not filtered. The T-COG method can filter out some of
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the noise in the image, so the accuracy of the centroid calculation is effectively improved.
Based on the above three methods, the AW-TCoG method proposed in this paper not only
filters the noise in the image but also combines the real-time generation window of the
actual shape of the spot array to reduce the influence of residual noise, thereby improving
the accuracy of the centroid calculation.
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4.2. Influence of Image Processing Methods on the Mixed Aberration

In reality, the wavefront to be measured is a mixed aberration with dynamic aberration
superimposed on the defocus aberration. Similarly, noise is added to the mixed aberration
image according to Formula (13). The CoG method, TkCoG method, the Windowing
method, and the AW-TCoG method are used to extract the centroid of the filtered image.



Photonics 2023, 10, 799 13 of 15

One frame of the results is shown in Figure 13. It can be seen from the figure that the
COG method and the Windowing method have low wavefront reconstruction accuracy, the
T-COG method has relatively high wavefront reconstruction accuracy, and the AW-TCoG
method has the best wavefront reconstruction accuracy. In addition, this paper analyzed
the wavefront reconstruction accuracy of the four methods at different SNR levels in the
case of mixed aberrations. The results are shown in Figure 14.
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According to Figure 14, we can see that the TCoG method and the AW-TCoG method
have higher reconstruction accuracy for the mixed aberration wavefront. Among them, the
reconstruction accuracy of the TCoG method for the mixed aberration wavefront is kept
below 0.2λ, and the wavefront reconstruction accuracy can reach 0.1λ only when the SNR
is high. The reconstruction accuracy of the AW-TCoG method for the mixed aberration
wavefront can be stably maintained at about 0.1λ at different SNR levels. The above results
fully prove that the proposed algorithm in this paper further improved the wavefront
reconstruction accuracy of different aberration wavefronts at various SNR levels compared
with other classical algorithms.

5. Conclusions

In this paper, an adaptive window preprocessing algorithm based on the threshold
center of gravity method is proposed, which can effectively improve the centroid detection
accuracy of the spot and further improve the reconstruction accuracy of the wavefront. The
influence of median filtering and mean filtering on the accuracy of wavefront reconstruc-
tion is studied. The results show that the processing effect of the spot is better, and the
accuracy of wavefront reconstruction is higher when mean filtering is used. The wavefront
reconstruction accuracy of CoG, Windowing, and T-CoG methods at different SNR levels
under different incident wavefront RMS values is compared and analyzed. The results
show that when the wavefront RMS value is relatively small, the wavefront reconstruction
accuracy of the three methods is relatively high. However, the wavefront reconstruction
error of the CoG method and the Windowing method increases significantly with a decrease
in the image SNR. Therefore, these two methods can only meet the accuracy requirements
of the system when the SNR is high. The wavefront reconstruction accuracy can be stably
maintained below 0.2λ using the T-CoG method combined with mean filtering. When
AW-TCoG is used, the wavefront reconstruction accuracy is kept within 0.1λ for different
incident wavefront RMS values and spot images with different SNR levels, which is signifi-
cantly improved compared with the threshold centroid method. In summary, the centroid
localization algorithm proposed in this paper has a positive effect on the effective restora-
tion of the wavefront under different SNR levels and promotes further improvements in
wavefront reconstruction accuracy.
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