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Abstract: Various techniques were combined to optimize an optical inspection system designed to
automatically inspect defects in manufactured paper bowls. A self-assembled system was utilized to
capture images of defects on the bowls. The system employed an image sensor with a multi-pixel
array that combined a complementary metal-oxide semiconductor and a photo detector. A combined
ring light served as the light source, while an infrared (IR) LED matrix panel was used to provide
constant IR light to highlight the outer edges of the objects being inspected. The techniques employed
in this study to enhance defect inspections on produced paper bowls included Gaussian filtering,
Sobel operators, binarization, and connected components. Captured images were processed using
these technologies. Once the non-contact inspection system’s machine vision method was completed,
defects on the produced paper bowls were inspected using the system developed in this study.
Three inspection methods were used in this study: internal inspection, external inspection, and
bottom inspection. All three methods were able to inspect surface features of produced paper bowls,
including dirt, burrs, holes, and uneven thickness. The results of our study showed that the average
time required for machine vision inspections of each paper bowl was significantly less than the time
required for manual inspection. Therefore, the investigated machine vision system is an efficient
method for inspecting defects in fabricated paper bowls.

Keywords: machine vision; automatic optical inspection system; non-contact inspection; image processing

1. Introduction

Previous research has shown that in Taiwan alone, people consume at least 2 billion
paper bowls per year, while worldwide consumption has reached as high as 250 billion [1].
With the rapid advancements of Industry 4.0, machine vision technologies have become
increasingly important in industrial automation production [2,3]. To increase production
rates, surface quality inspections of products are becoming more valuable and widely ap-
plied in today’s automated production processes. As a result, numerous Automatic Optical
Inspection (AOI) technologies using machine vision have emerged and are booming [4,5].
During the manufacturing of paper bowls, defective products are inevitably produced,
making inspections of finished products indispensable. However, due to inconsistencies in
individual standards and frequent visual fatigue, the inspection error rate can be as high as
5%, leading to unstable product quality. On average, manual inspections take around two
to three seconds per item.
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Image processing technologies are widely applied in various fields [6]. These tech-
nologies are generally divided into three stages: low-level processing is used to increase
contrast, sharpen images, and reduce image noise; middle-level processing focuses on
image segmentation, object description, and object classification; and high-level processing
centers on understanding a group of recognized objects [7]. The Gaussian filter [8], as
shown in Equation (1), is a filter that convolves the 2D Gaussian distribution function with
images [9]. It smooths images and filters out high-frequency noise interferences. The blur
radius is represented by r (> = x> + y?), and o is the standard deviation of the Gaussian
distribution. Increasing the blur radius results in a more blurred and smoother image.

1 2.2 /952
Glry) = 5 ge /20 M

The Sobel operator can enhance the boundary between two regions with different
pixels or grayscale values, emphasizing and strengthening the edge inspection of a specific
area [10,11]. The higher the contrast in grayscale values, the clearer the edge contours or
line characteristics become. When combined with Gaussian smoothing and differential
derivation operations, the Sobel operator provides a gradient approximation. The Sobel
edge inspection convolves the entire image in horizontal and vertical directions [11]. The
“edge” is the location of a sharp change in brightness in the picture. Magnitudegge and
Angleggge of the Sobel operator are defined as:

Magnitudeedge = \/ Magnitudei + Magnitude§ )
or Magnitude g, = |Magnitude, | + [Magnitudey} (©)]
Angleedge = atan2 (Magnitudex,Magnitudey) 4)

Binarization is a technique used to distinguish between the background and the target
in an image [12,13], converting grayscale images into binary images. Binary images have
only two brightness values (gray levels): 0 for black and 255 for white. Pixels with grayscale
greater than a certain critical value are set as the maximum value (T, grayscale critical
value), while pixels with grayscale less than T are set to black. Pixels with grayscale values
equal to or greater than T are set to white. Mathematically, if the original image is denoted
as f(x,y), and a critical grayscale value (ranging from 0 to 255) is selected as T, the segmented
image can be denoted as fi(x,y), as shown in Equation (5):

[ 0iff(x,y) <T
fe(xy) = {255 if f(x,y) > T ®)

After binarizing the image, pixels that have similar gray values are grouped together
into a connected component [14]. Two methods of connectivity are commonly used: four-
connected and eight-connected. In four-connected components, a point is marked in red,
and the pixels at the four adjacent points are marked in blue, as shown in Figure 1a. In eight-
connected components, the center point is marked in red, and the eight adjacent points are
marked in blue, as shown in Figure 1b. Through analyzing the neighboring relationship
between pixels, it can be determined whether they belong to the same connected component.
The decision of whether pixels are connected is made based on the four-connected or eight-
connected methods, and eventually, adjacent pixels are grouped into the same block.



Photonics 2023, 10, 686

30f16

(a) (b)
Figure 1. (a) Four-connected component and (b) eight-connected component.

An image sensor comprises a pixel array with multiple grids where a pixel is formed
through combining a complementary metal-oxide semiconductor (CMOS) and a photo
detector (PD) [15]. To achieve reduced cost, fast response, and low power consumption, a
CMOS image sensor always integrates an analog front-end circuit [16]. Combining a ring
light source offers many advantages such as long lifetime and good uniformity, and it can
highlight the details of an object’s surface while reducing the reflective effect via adding
a reflective light guide plate [17]. The use of an infrared LED matrix panel can uniformly
diffuse the reflected light in backlighting mode and maintain high intensity, effectively
highlighting the outer edges of inspected objects [18]. During automated production of
disposable paper bowls, various defects such as dirt, holes, uneven thickness, and burrs
can occur. Previously, traditional manufacturing plants relied solely on manual visual
inspections to inspect such defects. Blind stereoscopic methods have been investigated in
the past to evaluate image quality.

For example, Sim et al. used a pre-trained deep convolutional neural network on
a large dataset such as the ImageNet dataset and combined it with manually designed
binocular quality-aware features [19]. Yang et al. investigated a novel stereoscopic video
quality assessment based on motion perception and extracted key frame sequences based
on the influence of movement intensity on binocular visual quality perception [20]. How-
ever, AQOI technology can effectively increase inspection rates, overcome fatigue associated
with long work hours, and maintain stable inspection quality. We would show that the
utilization of automated optical inspection technology offers several advantages in main-
taining inspection quality, mitigating employee fatigue resulting from prolonged work,
and significantly enhancing the inspection rate. In particular, the average time required
for machine vision to detect paper bowls and paper cups is 0.3 s, which is approximately
8.3 times faster compared to the manual detection time of around 2.5 s. Thus, machine
vision inspection surpasses manual visual inspection in terms of efficiency and exhibits
superior performance in detecting defects at a much quicker pace.

Therefore, the significant contribution of this paper lies in the integration of vari-
ous techniques to build a highly efficient AOI inspection system. The integrated AOI
architecture comprises an industrial camera, a ring light source, an infrared backlight, a
computer, and machine vision software, which includes Gaussian filtering, Sobel operator,
binarization, and four-connectivity or eight-connectivity. Three different image capture
methods were utilized to obtain images of the fabricated paper bowls, including internal,
external, and bottom image captures. Our investigation demonstrates that the AOI archi-
tecture presented in this study can help manufacturers overcome the fatigue experienced
by employees during long work hours, directly meeting the needs of paper bowl makers.
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2. Research Methods
2.1. System Architecture

A machine vision system was used in this study, and the experimental setup is pre-
sented in Figure 2. The setup consisted of two inspection stations: the first station was used
for internal image inspection using a combined ring light source, while the second station
was used for external and bottom image inspections using an infrared backlight. The
function of the first checkpoint was designed to inspect flaws inside the device under test,
while the function of the second checkpoint was designed to inspect blemishes outside the
device under test. The optical equipment system is investigated and focused on machine
vision as its core. The system utilizes the R5232 communication interface to connect the
optical equipment system to the computer, specifically through the light source controller.
The computer specifications included an i7-6700 CPU and 8 GB of DDR4 RAM and the
combined ring light source model used was CUBIC-AQOI160-RGB. The CUBIC-3DPC24120-
4S model was also used as the digital light controller, and the CUBIC-4FT150150-IR model
as the infrared backlight. Regarding the analysis, process and methods were designed and
investigated by ourselves to match our specific needs. Through this setup, the system is
capable of adjusting the brightness of both the combined ring light source and the infrared
backlight. The computer is powered using Power over Ethernet (PoE) and used to capture
images from the camera, process the vision system images, and inspect the defects of the
fabricated paper bowls. This paper utilized a 1/1.8” CMOS camera with the following
specifications: an effective resolution of 1600 (H) x 1200 (V), a frame rate of 60 fps, pixel
dimensions of 4.5 um x 4.5 um, and physical dimensions of 29 x 29 x 40 (mm).

|

First station Second station

|

t//7 ‘ Combined ring light source Infrared backlight
RS232 - . -

External image  Bottom image
Internal image capture capture capture

Digital light source controller

Power over Ethernet
Power over Ethernet

o]

PC

Figure 2. Architecture diagram of the investigated system.

2.2. Image Capture Methods

In this research project, disposable paper bowls were used as the objects of study and
three different images, namely, the internal, external, and bottom images, were captured for
further inspection. Figure 3 shows the environment setup for capturing the internal images,
where the camera was used to capture the images of the inside of the inspected objects,
and the captured images were saved for further analysis. The combined ring light source
was used to assist the camera in capturing the internal images of the inspected objects.
To capture the external images, four cameras were used, with each camera capturing one
quarter of the exterior of the inspected objects. These four images were then combined
and classified into a single category due to their similar exteriors. The environment
configuration for capturing the external images is depicted in Figure 4, where an infrared
backlight was placed under the inspected objects to act as an auxiliary light source. The
capturing process for the bottom images was carried out in the same environment as that of
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the external images. The cameras took pictures of the paper bowls from around six different
directions, enabling recognition of the images as 3D movements. Figure 5a—c show the
images captured from the internal, external, and bottom of a paper bowl, respectively.

Camera

Combined . 1
Object ring light D I
source 5

Figure 3. Environment configuration for capturing the internal images.

Object
Infrared backlights
[ |

Figure 4. Environment configuration for capturing the external images.

.

(©)

Figure 5. (a) Internal capturing image, (b) external capturing image, and (c) bottom capturing image

of a paper bowl.
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3. Image Processing Results and Discussion
3.1. Image Processing Method

Template matching technology is a common approach to identify the search target in
analyzed images [21,22]. In this technique, a template is an object in an image that is used
for inspection. The paper bowl to be inspected had a diameter of 14 cm and a height of
8 cm, and the detected defects (dirt, burrs, holes, and thickness unevenness) being targeted
for inspection should have a size larger than 0.2 cm. Figure 6a depicts an image with an
inner template (region within the green circle) and Figure 6b shows an image with an outer
template (region within the green box). The search target can be inspected in the image
through matching it with the template, which has similar characteristics such as direction,
curve, and line. The Sobel operator is used in two different algorithms, Magnitude,qg, and
Angleegge, with the former being more commonly used. Figure 7a,b compare the original
image of a paper bowl with the image after being processed using Sobel’s Magnitudecqge
algorithm. As shown in Figure 7, the edges of all objects become more distinct after the
Sobel processing. When the inspected targets have an issue of uneven surface, Gaussian
filtering is used to make the surface smoother and improve the uneven brightness problems.

Figure 6. (a) Matching of the inner template and (b) matching of the outer template of a paper bowl.

(a) (b)

Figure 7. (a) Original image and (b) the Sobel’s Magnitudeegge processed result of a paper bowl.

In this study, the investigated inspection system encountered two major problems.
The first problem mainly concerns interior and bottom inspections. When the Sobel filter is
applied to process the captured images, the edges of all processed objects become more
apparent. As shown in Figure 8, after Sobel filtering, both the colors of the defect and edge
contour in the red box turn white. To prevent misjudgments on defects, the edge contour
must be separated from the defect. The second issue is caused by the perspective of external
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inspection. When the surfaces of the tested objects are closer to the infrared backlight,
the bottom surfaces become brighter, which can cause uneven brightness. However, this
problem can be improved through using segmentation and Gaussian filtering to process the
images. Figure 9 shows the segmentation of the internal image of a bowl into pieces, with
the inner circle and hollow circle 1 used to inspect dirt, hollow circle 2 used to inspect burrs,
and the full circle used to inspect holes, as shown in Figures 10 and 11. The main purpose
of segmentation of the external and bottom images is to inspect for uneven thickness.

Figure 8. Image of the edge defect. Red square: the region to show the defect.

Full circle

Hollow circle 1

Hollow circle 2

(b)

Figure 9. (a) Original image and (b) schematic diagram for the interior segmentation of a bowl.

Upper

Bottom

|
(a) (b)

Figure 10. (a) Original image and (b) schematic diagram for external segmentation of a bowl.
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Figure 11. (a) Original image and (b) schematic diagram for the bottom segmentation of a bowl.

In order to distinguish between defects and background in the captured images, the
binarization process was used to enhance the defect areas for further inspection. As the
inspection pictures were obtained from a factory’s large-scale mechanized mass production
line, and the environment was uniform and simple, 50 image samples were used as a
benchmark, and the threshold was set via manual adjustment to achieve a balance between
yield and output. Figure 12a shows the original captured image, indicating the presence of
dirt inside a paper bowl. Figure 12b shows that when the binarization process was applied
to the captured image, the region containing dirt was enhanced and made more visible.
Figure 13a shows the presence of a burr inside a paper bowl, and Figure 13b demonstrates
that the binarization process successfully enhanced the region containing the burr, even
though it was small. These results demonstrate the effectiveness of the binarization process
in enhancing the areas of defects present in the paper bowls for further inspection.

Figure 12. (a) Original image and (b) binarization processing image of dirt inside a paper bowl. Red
square: the region to show the defect, green line: the dirt.

Figure 13. (a) Original image and (b) binarization processing image of a burr inside a paper bowl.
Red square: the region to show the defect, green line: a burr.
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3.2. Image Processing Procedure

There are three inspection procedures for the paper bowls produced in the factory:
internal, external, and bottom inspections. The internal inspection procedure, shown in
Figure 14, involves matching the paper bowl image with a template to lock onto the target,
followed by a full circle inspection process to inspect any holes or defects present in the
paper bowls. The inspection process for internal paper bowl defects consists of three steps.
Firstly, the full circle inspection process is used to inspect any holes present. Next, the Sobel
operator is applied to enhance the edges of defects visible in the captured images. Finally,
different circles are employed to inspect different types of defects. The inner circle and
hollow circle 1 are used to identify dirty defects, while hollow circle 2 is used to inspect
burr defects. In the full circle inspection process shown in Figure 14, the inner circle range is
segmented out through an image segmentation process, and then a binarization process is
performed. When the gray value is lower than a critical value assigned, this area will appear
black, indicating the presence of a hole. The region for the hole is inspected and effectively
enhanced. When the gray value exceeds the assigned critical value, it is displayed as white,
representing the background. Therefore, the holes (defects) in the binarization process
image have a distinct grayscale compared to the background. Subsequently, the connected
component process is applied to further process the image via dividing adjacent pixels into
the same block.

( < Start )
'

Input image

!

Template matching

!

Full circle
inspection process
)

Sobel
(Enhanced edges)

Defect set

—> Hole defect

Processing
time <
131.4ms

Inner circle

. . Dirty defect —  Output result
inspection process

Hollow circle 1
detection process
Hollow circle 2
detection process

—> Burrs defect

N

Figure 14. Internal inspection process of a paper bowl.

In the final step, if the calculated number of defective pixels is greater than 200, a
defect is determined to be present. During the inspection process of the inner circle, hollow
circle 1, and hollow circle 2, the image is segmented and binarized. Areas with gray values
lower than those in the inner circle, hollow circle 1, or hollow circle 2 are recognized as
background and displayed as black.

When the gray value of an area exceeds the assigned values in the inner circle, hollow
circle 1, or hollow circle 2, it is identified as dirt, burrs, or uneven thickness, and displayed
as white. The connected component process is then used to group adjacent pixels into the
same block. Defects are identified when the number of inspected pixels exceeds 200. The
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average processing time for the internal inspection process of paper bowls was 131.4 ms,
which will be presented later.

The flowchart for the external inspection process of a paper bowl is presented in
Figure 15. Initially, the captured image is matched with the template to locate the target
paper bowl. Subsequently, the upper layer inspection process is carried out to inspect
for uneven thickness defects, followed by the bottom layer inspection process to inspect
any such defects. Figure 16 shows the flowchart for the bottom inspection process. The
first step of the upper layer inspection process is to apply a Gaussian filter to the image
segmentation range to diffuse the bright uneven surface and achieve evenness. Next, the
Sobel operator is used to enhance the contours of defects in the upper-level image. Finally,
the binarization process is carried out, and areas with gray values below a critical threshold
are identified as black and recognized as background.

e

Input image

Processing Template matching
time < Defect set
93.6ms !
Upper-level

inspection process

Uneven thickness —  Output result

Low-level
inspection process

A

Figure 15. External inspection process of a paper bowl.

‘ Image dicing ‘ Image dicing
Detection process ! ! Detection process
(Upper-layer) ‘ Gaussian filtering ‘ Gaussian filtering (Bottom-layer)
Sobel ‘ Binarization ‘
(Enhanced edges) i
Connected component

‘ Binarization ‘ inspection

'

Connected component
inspection

H

Display defects No display defects Display defects

‘ No display defects ‘ End

End

Figure 16. Inspection processes of the outer, upper, and bottom parts of a paper bowl.

On the other hand, the area with a gray value higher than a critical value is recognized
as white, which indicates uneven thickness. The connected component process is then
used to group adjacent pixels into the same block, and the defect is displayed when the
pixels are judged to be greater than 200. The average processing time of the external
inspection process of the paper bowl was 124.6 ms, which will be presented later. When
the gray value falls below the critical value, the pixel is displayed as black, indicating the
background. Conversely, when the gray value exceeds the critical value, it is displayed as
white, indicating uneven thickness. The connected component process is then applied to
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group adjacent pixels into the same block. If the number of pixels exceeds 200, the result
is classified as a defect. The external inspection process of a paper bowl took an average
processing time of 93.6 ms.

The flowchart for the bottom inspection process of a paper bowl is presented in
Figure 17. The captured image is first matched with the template to identify the defective
areas of the paper bowl. Subsequently, Sobel processing is applied to enhance the visibility
of the defects. The inspection process then proceeds with the adoption of inner and
hollow circle inspection methods to inspect uneven thicknesses at different positions. The
inspection procedures for the inner and hollow circles at the bottom of a paper bowl
are illustrated in Figure 18. The captured image is first segmented into blocks and then
binarized. Areas with gray values lower than those of the inner and hollow circles are
identified as background and shown as black. Conversely, areas with gray values higher
than those of the inner and hollow circles are identified as uneven thickness and shown
as white. The connected component process is then used to group adjacent pixels into
the same block. If a block is judged to have more than 200 defect pixels, a defect result is
displayed. The bottom inspection process of a paper bowl takes 94.4 ms.

§

Input image

i

Template matching

Processing
time < :

94.4ms Sobel

(Enhanced edges) Defect set

Inner circle
inspection process

Uneven thickness > Output result

Hollow circle
inspection process

Figure 17. Inspection process of the bottom part of a paper bowl.

Image dicing

Detection process l
(Inner circle, .
Hollow circle) Binarization

!

Connected component
inspection

Yes

Display defect Defect pixel >200

No display defect

End

Figure 18. Inspection processes for the bottom parts of the inner circle and hollow circle of a paper bowl.
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3.3. Defect Inspection Results

As each bowl has unique defects, the processing time for each corresponding image
varies. To determine the average processing time, 20 samples were taken for each of the
internal, external, and bottom inspection processes, and the results are shown in Table 1.
However, this study had performed calculations using a larger sample size; due to space
limitations in the paper, not all data were able to be included in the results. It is worth noting
that the statistical outcomes are comparable to those obtained in 20 previous iterations. The
inspection time for internal defects ranged from 127 to 136 ms, with an average of 131.4 ms.
This demonstrates that the system investigated effectively inspects internal defects in the
fabricated paper bowls, with an error margin of less than 5 ms. The inspection time for
external defects ranged from 89 to 98 ms, with an average inspection time of 93.6 ms and
an error margin of less than 5 ms. Similarly, the inspection time for bottom defects ranged
from 90 to 100 ms, with an average of 94.4 ms and a maximum error margin of 5 ms. The
system achieved a 100% inspection accuracy rate for captured images to inspect defects
in the internal, external, and bottom areas of the produced paper bowls. The investigated
AOQI system effectively inspects various types of defects in the paper bowls. The average
measurement and processing time for inspecting these defects was 319.4 ms. The results
demonstrate that the Gaussian filter, Sobel operator, binarization, and connected component
processes effectively enhance the recognition of captured images using the self-assembled
inspection system.

Table 1. Results of operation time of defect inspection for a paper bowl.

Sample Internal (ms) External (ms) Bottom (ms)
1 134 92 94
2 131 94 93
3 133 89 99
4 135 96 95
5 131 92 97
6 135 96 95
7 129 90 93
8 127 98 95
9 132 93 95
10 129 97 91
11 131 90 93
12 134 96 93
13 132 91 100
14 131 96 94
15 132 91 93
16 127 98 90
17 129 91 95
18 136 96 91
19 132 90 94
20 128 95 98

Average 131.4 93.6 94.4

Total 319.4

To demonstrate the effectiveness of the investigated optical automatic inspection
system, images captured at different positions and inspection images with various defects
are compared and presented. The system comprises an industrial camera, ring light sources,
infrared backlights, a computer, and machine vision software that includes Gaussian
filtering, Sobel operator, binarization, and either 4-connecting or 8-connecting component
processes. Figure 19a displays the original image of a paper bowl, where a small internal
burr is visible. Figure 19b presents the processed internal image that effectively inspected
the burrs in the paper bowl, thereby demonstrating the effectiveness of the investigated
technology in inspecting internal burrs. Similarly, Figure 20a illustrates the original image
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of a paper bowl that contains internal dirt, while Figure 20b displays the corresponding
inspected image that accurately inspected the dirt within the bowl. Figure 21a displays an
image of a paper bowl with a small internal hole, while Figure 21b shows the corresponding
processed image that accurately inspected the edge and defined the region of the hole.
Figure 22a,b present the original and processed images of a paper bowl with uneven
thickness at the external upper layer, and in Figure 22a, the light transmittance test is
conducted on the paper bowl to identify any variations in thickness across its surface.
Meanwhile, Figure 23a,b display the original and processed images of a paper bowl with
uneven thickness at the bottom. Both figures illustrate the inspection and definition of
uneven thickness in different positions of the paper bowl.

(b)

Figure 19. (a) Original image and (b) the processing image of internal burr in a paper bowl. Red
square: the region to show the defect, green line: a burr.

Figure 20. (a) Original image and (b) the processing image of internal dirt in a paper bowl. Red
square: the region to show the defect, green line: a dirt.

(b)

Figure 21. (a) Original image and (b) the processing image of internal hole in a paper bowl. Red
square: the region to show the defect, green line: a hole.
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(a) (b)

Figure 22. (a) Original image and (b) the processing image for uneven thickness located at the
external upper layer of a paper bowl. Red square: the region to show the defect, green line: region for
uneven thickness.

(@)

Figure 23. (a) Original image and (b) the inspection image for uneven thickness located at the bottom

of a paper bowl. Red square: the region to show the defect, green line: region for uneven thickness.

The images presented in this research depict the actual mass-produced products in-
spected using the investigated technology. To classify the defects, the inspection results
are compared with the corresponding images of the actual products; however, distinguish-
ing the relevant content visually can be challenging. Figure 19 illustrates a burr defect,
Figure 20 shows a dirt defect, and Figure 21 depicts a hole defect. Visually, the main
differences between these images are differences in color shades. In previous research, Park
et al. employed deep learning to inspect defects in paper products but only achieved an
inspection rate of 96.5% [23]. Bing's research utilized machine vision technology to inspect
defects in paper products and achieved inspection rates ranging from 96% to 100% [24].
The inspection images presented in Figures 19-23 demonstrate the effectiveness of the
investigated system in inspecting defects at various positions in the manufactured paper
bowls. Subsequently, the average time consumed by the machine vision system for detect-
ing paper—plastic products is 0.3 s. The system has been tested for inspecting thousands
of paper bowls on the production line, achieving an impressive inspection accuracy of
99.66%. This study utilizes traditional image recognition methods, and the research find-
ings demonstrate that the system developed in this study can achieve faster processing
and requires less code when dealing with simple recognition problems. In comparison to
deep learning methods that require a large amount of training data, the results of training
sometimes overfit and do not meet expectations. When faced with simple color threshold
differentiations, the system developed in this project utilizes traditional image recognition,
which achieves higher accuracy and greater efficiency, meeting the expected outcomes.
These results validate the practicality of the investigated AOI system for inspecting defects
in paper products.



Photonics 2023, 10, 686 15 of 16

4. Conclusions

In this study, an automatic optical inspection system (AOI) was successfully self-
assembled and combined with different image processing software to inspect defects in
fabricated paper bowls. For the manufactured bowls, the average inspection time for
internal defects was 131.4 ms, while for external and bottom defects, the average inspection
times were 93.6 ms and 94.4 ms, respectively. The accuracy rates for inspecting defects in
the internal, external, and bottom areas of the produced paper bowls using captured images
were 100%. Additionally, a high inspection accuracy rate of 99.66% was achieved for the
paper bowls manufactured on the production line. In conclusion, the combination of a
self-assembling AOI system with various image processing software can effectively increase
defect inspection efficiencies in manufactured paper products and resolve the issue of visual
fatigue associated with manual inspections. The investigated experimental system involved
a collaboration with the manufacturer of the paper bowl manufacturing machine. Several
tests were conducted within the premises of the paper bowl manufacturing factory itself,
making it a practical and applicable approach for future implementation in the industry.
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