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Abstract: In this paper, a novel method based on edge spread information fitting (ESIF) is proposed
to accurately calibrate the geometric parameters of a focused light field camera. A focused light field
camera with flexible adjustment of spatial resolution and angular resolution is designed and built to
capture the four-dimensional light field information of the scenes, and the geometric relationship
between the focus plane of the camera and its internal parameters is derived to establish and simplify
the calibration model. After that, a new algorithm based on sub-pixel edge fitting is designed to
accurately detect corners, and the minimum corner size can be calculated to confirm the focus plane.
In the simulation experiments, the error is 0.083% between the ground truth and the calibration
result. The physical experiments show that our method is effective and reliable for the geometric
calibration of a focused light field camera. Our method cleverly utilizes the special imaging geometric
relationship of the focused light field camera to ensure the better calibration accuracy, which makes
the calibration process more reliable.

Keywords: parameters calibration; focused light field camera; edge spread information fitting;
internal parameters; corner detection

1. Introduction

Conventional camera imaging can be viewed as an integration of incident light, and
large depth of field images can be obtained by decreasing the aperture of the camera, which
will lead to the decrease in camera resolution and its signal-to-noise ratio [1]. The light
field camera based on microlens array (MLA) can increase the depth of field without the
tedious process of mechanical focusing, and has the imaging advantage of simultaneously
recording the position and direction information of the light [2–4]. Due to the subtle
structure of plenoptic imaging, the distance between the MLA and the sensor is very close,
and the imaging quality is greatly affected by manufacturing and installation errors in the
light field camera. Therefore, the geometric parameters should be accurately calibrated
before using the light field camera, including the distances between MLA, the sensor, and
the virtual imaging plane.

Before presenting our approach, we offer a brief summary of existing techniques for
geometric parameter calibration methods for focused light field cameras. The first type of
calibration method based on projection transformation was optimized by the minimum
projection error [5–7]. A distortion model with nine intrinsic and extrinsic parameters
was proposed to simplify traditional calibration methods [5]. However, this method was
extremely dependent on initial values of the parameters and poor adaptability. A novel
calibration method based on leveraging blur information had been proposed to calibrate
plenoptic cameras, but they used F-number matching as a constraint, which limited its
accuracy [6]. A detection method for circular boundary was introduced into the raw light
field image which improved the robustness of corner detection, while this method had a
long running time due to the per-pixel corner needed to be detected on the raw image [7].
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The other type of calibration methods treated the main lens as a pinhole model to
obtain the geometric relationship of lens imaging. For example, a new method based on
virtual imaging points was established with a geometric parameter calculation model for
focused light field camera, but the calibration accuracy was greatly affected by the corner
detection [8]. A gradient-SSIM-based fractional-pixel matching method was proposed by
designing a three-level calibration plate [9]. Nevertheless, when the gradient of the original
light field image was changed, the microlens imaging would be also changed, and there
was a small error between the focus plane position and the real position.

In a word, these geometric parameter calibration methods for light field cameras did
not fully utilize light field data, and they were highly dependent on prior parameters, and
required large amounts of calculation and had weak adaptability, which resulted in low
calibration accuracy and were difficult to be widely used. In this paper, we propose a
novel method based on edge spread information fitting (ESIF) to accurately calibrate the
geometric parameter of focused light field cameras. On the one hand, a focused light field
camera with flexible adjustment of spatial resolution and angular resolution is designed
and built to capture the four-dimensional light field information of the scenes, and then a
simplified calibration model is established through analyzing the geometric relationship
between the focus plane of the camera and its internal parameters. On the other hand, a new
corner detection algorithm based on sub-pixel edge fitting is designed to accurately obtain
the corner coordinates of the checkerboard in the raw micro-image, and the focus plane
is confirmed by detecting the minimum corner size, which provides better conditions for
the calibration of the geometric parameters of the light field camera. Finally, the calibrated
parameters are compared with the ground truth parameters by rendered light field image,
and the simulation and physical experiments are fully verified, showing that our calibration
method has the advantages of strong operability and high precision.

The rest of the paper is organized as follows. Section 2 introduces the proposed
calibration principle. The corner detection and focus plane confirmation algorithms based
on ESIF are described in Section 3. The simulated and physical experiments are presented
in Section 4. Section 5 summarizes the work and discusses the limitations of our method.

2. Imaging and Calibration Principles
2.1. Optical Model of Focused Light Field Camera

Light field imaging is widely used in depth estimation, de-occlusion, microscopic
imaging, and other fields because of its advantages of capturing both the spatial and
angular information of incident light at the same time [10–13]. Imaging models of light field
camera based on MLA are generally divided into two types: focused and unfocused [14,15].
Focused light field cameras offer a better trade-off in spatial and angular resolution [16],
and a focused light field camera was designed in this paper. According to the position of
the microlens array relative to the main image, we have two different modes of operation:
Keplerian or Galilean. In this paper, the main image is formed in front of the microlens
array, namely the Keplerian mode.

The imaging model of focused light field camera is shown in Figure 1. The point
R represents the imaging point of object point C, which is also called the virtual imaging
point. When the object point C is on the focus plane, a represents the distance between
the virtual imaging point R and MLA; b represents the distance between MLA and the
sensor, u is the object distance at focus plane, and v is the image distance of the objects on
focus plane. Similarly, ap represents the distance between the virtual imaging point R1 and
MLA, up represents the object distance at auxiliary plane, and vp is the image distance of
the objects on auxiliary plane. F represents the focal length of the main lens; f denotes
the focal length of MLA, ui is the coordinates after imaging through the ith microlens,
and Mi represents the center coordinate of the ith microlens. As we all know, a point C
converges on the front side of the MLA after imaging through the main lens, and multiple
projection points are generated on the imaging plane through the MLA. Point C on the
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focus plane is represented as a clear image on the sensor while point C1 on the unfocused
plane is represented as a blurry image.

Figure 1. Imaging model of focused light field camera.

According to the Gaussian imaging model, the imaging relationship between the main
lens and MLA can be expressed as: 

1
u + 1

v = 1
F

1
up

+ 1
vp

= 1
F

1
a +

1
b = 1

f

(1)

The virtual imaging point R is imaged on the sensor after passing through MLA, and
it can be described as [8]:

Q =
b
a
=

xui − xui+1

xMi − xMi+1

− 1 (2)

In Equation (2), Q represents the scaling factor of spatial resolution to sensor resolution
which is the key parameter of the rendered image in focused light field camera, xui denotes
the abscissa of ui. xMi is the abscissa of Mi. Since the virtual imaging point R will be mapped
on the microlens array and generated multiple feature points on the sensor, it makes full
use of the microlens array imaging data ui to improve the calculation accuracy of Q. When
the number of feature points on the sensor n is greater than 2, it can be expressed as:

Q =
b
a
=

1
n− 1

n

∑
i=2

xui − xui+1

xMi − xMi+1

− 1 (3)

Considering that the angular resolution of the focused light field camera is a/b, and
the spatial resolution is b/a times than that of the sensor resolution [17]. Since the focal
length f of the MLA is known, the spatial resolution Q of the focused light field camera can
be derived accurately if the corner coordinate ui and center coordinate Mi of the MLA can
be obtained at the focus plane of the focused light field camera.

2.2. Rendering with the Focused Light Field Camera

The rendering process of focused light field camera is shown in Figure 2, the virtual
image is formed by the mapping from object image, and the real image called the micro-
image is formed by the mapping from virtual image on detector. When the patch-size p is
satisfied with the Equation (4), the rendered image achieves an optimal match [18,19]. Since
the distance b between MLA and the sensor is fixed after packaging, the patch-size p of the
rendered image depends on the value of a.

p =
b
a
· D

δ
(4)
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where D represents the pitch of the microlens array, and δ is the sensor pitch. Combining
Equations (3) and (4), the patch-size p also can be described as:

p =
1

n− 1

n

∑
i=2

(
xui − xui+1

xMi − xMi+1

− 1) · D
δ

(5)

Figure 2. The rendering of focused light field imaging.

Since different object distances u correspond to different patch-size p, the calibration
results can be analyzed by comparing the patch-size p.

2.3. Calibration Principle of Focused Light Field Camera

The geometric parameter calibration method based on ESIF for focused light field
cameras can be described as shown in Figure 3, and the symbol “⊗” represents the combi-
nation of results of the corner detection and the focal plane confirmation to calculate the
patch-size p. Firstly, a double-checkerboard calibration board that has been designed and
fixed at precision motorized stage is moved within a range of 100 mm with 1 mm steps, and
the light filed raw images are captured by our focused light field camera. Then, a method
based on ESIF is designed to accurately derive the corner coordinates and the focus plane
confirmation. After that, the patch-size p is obtained by the geometric relationship between
the corner coordinates of checkerboard and the center coordinates of the MLA. Finally, the
geometric parameters a and b are obtained by Equations (1) and (4).

Figure 3. Calibration flow of geometric parameter for focused light field camera.

3. Calibration Method
3.1. Corner Detection Algorithm Based on ESIF

Since single microlens has such a small imaging range, the traditional corner detection
methods, such as Harris operator [20] and Shi-Tomasi operator [21], are prone to missed or
false detection in the raw light field image. The corner positions are difficult to accurately
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identify, which make it inconvenient to obtain the initial conditions. Therefore, we propose
a corner detection algorithm based on ESIF to improve the corner detection accuracy as
shown in Figure 4 and Algorithm 1.

Figure 4. The flow diagram of the corner detection algorithm.

The corner detection algorithm can be described in detail as follows:
Step1: extracting the ROI Oi of the light field raw image. Considering that the ROI Oi

is the imaging region of the MLA for checkerboard corner, we adjust the two-dimensional
mobile platform to align the checkerboard corner with the center of the main lens. During
the movement of the precision motorized stage, the center region of the raw image of the
light field can be taken as ROI.

Step2: detection checkerboard edge lines. A median filter algorithm is applied on
the ROI to eliminate the imaging noise [22,23], and the Hough line detection algorithm is
applied to each micro-image imaging region to obtain edge blocks [24].

Step3: obtaining edge blocks in different directions from the corner. In the ROI, the
edge block Ai, Bi, Ci, Di are obtained with the edge lines as the center line.

Step4: extracting precise coordinates of the checkerboard corner. The row or column
pixels in the edge block are fitted to find edge points ai, bi, ci, di with the largest derivative
values, and the corner coordinates are calculated by the average value of the edge point
coordinates. The precise corner coordinates in the raw corner image can be calculated
by Equation (6). 

xui =
1

n1+n4
[ 1

n1

n1
∑

j=1
xaij +

1
n4

n4
∑

j=1
xdij

]

yui =
1

n2+n3
[ 1

n2

n2
∑

j=1
ybij

+ 1
n3

n3
∑

j=1
ycij ]

(6)

where ni represents the number of edge points in different edge block, xui and yui represent
the abscissa and ordinate of corner in the ith micro-image, respectively. aij, bij, cij and dij are
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the jth edge points in the ith microlens, respectively. xaij and xdij
are the abscissas of the edge

points aij and dij, ybij
and ycij denote the ordinates of the edge points bij and cij, respectively.

Therefore, the corner detection algorithm based on ESIF can accurately obtain the
corner coordinate in the raw corner image, which creates better initial conditions for
confirming the focus plane of the focused light field camera.

Algorithm 1: Automatic Corner Detection Method

Input: {Mi|∈[1, n]} Raw micro-image; n: the number of the micro-image;

Step 1
Adjust the two-dimensional mobile platform, extract the ROI Oi from the raw
corner image.

Step 2 for each i∈[I, n] do
Raw micro-image; processing by median filter and Hough line detection algorithms;
if the number of lines equal to 4 then
Obtain edge line on each micro-image;
else
Break the loop;

Step 3
Obtain edge block {Ai, Bi, Ci, Di};
Edge gray curve fitting and derivative;

Step 4
Calculate the edge points {ai, bi, ci, di} from the edge block;
Obtain precise corner coordinate {ui};
Return precise corner coordinate;

Output: Precise corner coordinate in the raw corner image.

3.2. Focus Plane Confirmation

In Figure 5, we can observe that the corner size La will change from large to small
and then larger when the object distances are changed. During the defocus-focus-defocus
switching process, the field of view of focused light field camera will change as the object
distance changes. The larger the field of view, the smaller the corner pixel size Lr and Ls.
Therefore, we also need to design a double-checkerboard calibration board to confirm the
focus plane. The double-checkerboard calibration board is mainly to make the difference
results between the corner point size of the reference checkerboard and the standard
checkerboard, and improve calculation accuracy of the corner positions.

Figure 5. The defocus-focus-defocus switching process.

The flow chart of focal plane confirmation is shown in Figure 6, and the symbol
“⊗” represents the combination of the corner pixel size and the actual size of per-pixel to
calculate the corner size. Firstly, the double- checkerboard calibration board is fixed to a
precision motorized rail, and the focused light field camera is used to acquire calibration
board images at different object distances. Then, the edge points are extracted by Step 3 in
Section 3.1, and the horizontal (vertical) pixels sizes between the left and right (up and
down) edge points are calculated in the double-checkerboard. The pixel size Lr of reference
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corner and pixel size Ls of standard corner can be represented by the horizontal (vertical)
pixel size. Therefore, the actual size of per-pixel Lp is obtained by Equation (7).

Lp =
Cr

Lr − Ls
(7)

where Cr is reference checkerboard corner size. The corner size La can be calculated
by Equation (8).

La = Lp · Ls (8)

Figure 6. The flow diagram of the focus plane confirmation.

Then the object distance u is expressed by Equation (9).

u = argminLa(u) (9)

4. Experimental Analysis
4.1. Simulation Experiments

In this paper, we further proved the effectiveness and robustness of the calibration
method on the Zemax software by comparing the differences between the real and calcu-
lated values. In the optical simulation experiments, the optical parameters were F = 35 mm,
a = 15 mm, b = 3 mm and D/δ = 100. The object distance u which represents the distance
between checkerboard image and the main lens in Zemax software was set to 230.91 mm,
267.77 mm, and 300 mm, respectively. The raw light field images were shown in Figure 7a,
the central sub-aperture images were rendered by the raw light field image in Figure 7b,c
was the yellow magnified areas of the rendered images.

The simulation experimental results of patch-size p at different object distances were
shown in Table 1. pg was the ground truth of patch-size p at different focus distances,
pc represented the simulation results of patch-size p by using the corner detection algorithm
based on ESIF. Since the object distance was closer to the focal plane, the calibrated value
pc was closer to pg, and the corner detection was more accurate. When the object distance
f = 300 mm, the absolute error was 0.02 pixel and the relative error was 0.1%.
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Figure 7. Simulation experiments. (a) The raw light field images, (b) the rendered images and (c) the
yellow magnified areas of the rendered images.

Table 1. Accuracy comparison of patch-size p.

Object Distance (mm) pg (Pixel) pc (Pixel) Absolute Error (mm) Error Ratio

230.91 23 23.10 0.10 0.4348%
267.77 21 21.03 0.03 0.1429%

300 20 19.98 0.02 0.1000%

The patch-size p was substituted into Equations (1) and (4), and the calibrated parame-
ters a and b were compared with the ground truth parameters as shown in Table 2. The
results showed that the maximum absolute error ratio between the ground truth and the
values derived by the proposed algorithm was only 0.083%, and the average error ratio
was only 0.05%, and it demonstrated our method had high accuracy.

Table 2. Accuracy comparison of a and b.

Parameters Ground Truth (mm) Calibration (mm) Absolute Error (mm) Error Ratio

a ag = 15.0000 ac = 15.0125 0.0125 0.083%
b bg = 3.0000 bc = 2.9995 0.0005 0.017%
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In addition, our method was also compared with Wang’s algorithm in the raw light
field images [8], and the experiment results were listed in Table 3. Wang’s results were
directly copied from his paper. Obviously, the error ratios calculated by our method were
lower than Wang’s method, so it demonstrated our method was more accurate.

Table 3. Comparison results with different methods.

Parameters Ground Truth
(mm)

Wang’s Results
(mm)

Wang’s Error
Ratio

Ours Method
(mm)

Ours Error
Ratio

a −0.6649 −0.7313 9.99% −0.6223 6.41%
b 0.1382 0.1383 0.07% 0.1363 1.37%

Average error ratio 5.03% 3.89%

4.2. Physical Experiments

In this paper, a focused light field camera had been independently developed to
be used in real scenes, and it mainly consisted of a main lens, connecting device, MLA
and an image sensor, as shown in Figure 8a. The dimensions of the microlens array
were 10 × 10 mm as well as array of 40 × 40. The resolution of the image sensor was
5120 × 5120 pixels, and the pixel pitch was 2.5 × 2.5 µm, and the CMOS sensor type
was global shutter GMAX0505. The focal length F of the main lens was 35 mm, and the
connecting device was used to fix the MLA as shown in Figure 8b.

Figure 8. Self-made focused light field camera. (a) Hardware structure, (b) microlens array and its
connecting device.

The calibration system for the focused light field camera was set up and mainly
consisted of our light field camera, precision motorized stage, calibration board and two-
dimensional stage as shown in Figure 9a. The double-checkerboard calibration board
consisted of a reference checkerboard as shown in Figure 9b,c was shown the standard
checkerboard. Among them, the corner size Cs of standard checkerboard was 0 mm. When
the checkerboard calibration board was moved with the precision electric table, the smaller
the actual value of the reference checkerboard corner size Cr is, and the greater impact on
the calculation accuracy represented by the actual size of per-pixel Lp. Therefore, the corner
size Cr was set to 0.1 mm.
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Figure 9. Calibration system of light field camera. (a) Hardware implement, (b) reference checker-
board, (c) standard checkerboard.

A double-checkerboard calibration board was moved with 1 mm each step, and the
corner pixel sizes Lr and Ls were shown in Figure 10a. The corner size La was changed with
the moving distances of the precision motorized stage as shown in the Figure 10b. The
object plane corresponding to the minimum corner point La was the focal plane of our light
field camera.

Figure 10. Focus plane confirmation. (a) Corner pixel size measured with the change in different
object distances, (b) corner size measured with the change in different object distances.

After the focal plane position was determined, the corner coordinates of the checker-
board were calculated by using our proposed method in the raw light field image, and the
corner detection results were shown in Figure 11.
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Figure 11. Corner detection results of the raw light field image.

In Figure 11, uij was the corner coordinates of the checkerboard, and Mij was the center
coordinates of the MLA. Their results were as follows:

uij =

 (42.48, 43.89) (161.53, 43.37) (279.53, 44.50)
(42.52, 162.72) (160.51, 162.59) (278.48, 163.33)
(41.49, 280.08) (160.51, 280.82) (278.50, 280.68)



Mij =

 (50, 55) (156, 55) (262, 55)
(50, 161) (156, 161) (262, 161)
(50, 267) (156, 267) (262, 267)


The designed values and calibration results of the geometric parameters of our light

field camera were shown in Table 4. The calibration results of a and b were 18.53 mm and
2.89 mm, respectively. Since the thickness influence of the MLA and the installation error,
there was a slight difference between the designed value and calibration results. Since the
ground truth was unknown, it made it impossible to analyze the calibration parameters
from the calibration results.

Table 4. Calibration results of geometric parameters.

Parameters Designed Values Calibration Results

a 15.00 mm 18.53 mm
b 3.00 mm 2.89 mm

Moreover, the real objects (letters and Rubik’s cube) were rendered by using the
calibration results and the design values to verify the calibration accuracy, respectively.
Figure 12a showed the rectified rendered image of the real object by using the calibration
parameters, and Figure 12c showed the initial rendered images of the real objects by
using the designed parameters. From Figure 12a,c, especially from the enlarged area in
Figure 12b,d, it could be seen that the rendered images were smoother by directly using
our calibration method, and the rendered images were filled with artifacts by using the
designed values. Therefore, our method was very effective for the geometric parameters
calibration of the focused light field cameras, and it could greatly improve the application
ability of focusing light field cameras in other fields.
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Figure 12. Rendered images of the actual scene. (a) The calibration parameters; (b) magnification of
green box in (a); (c) the designed parameters; (d) magnification of green box in (c).

5. Conclusions

The traditional geometric parameter calibration methods of light field camera did not
fully utilize light field data, and they were highly dependent on prior parameters, and
required a large amount of calculation and had weak adaptability, which resulted in low
calibration accuracy and consequently were difficult to be widely used. In this paper, we
propose a new method based on ESIF to accurately calibrate geometric parameters for
focused light field cameras. Compared with other traditional works on the calibration of
focused light field cameras, our method can accurately confirm the focal plane of focused
light field cameras, and it detects the corner coordinates on the raw light field image and
derives the geometric relationship between the calibration parameters combined with
the light path of focused light field imaging. The error between the calibration result
and ground truth was 0.083% in the simulation experiment, and it had shown that our
calibration method had better accuracy. The real physical results also showed that the
proposed calibration algorithm was effective and reliability.

Of course, our method has some shortcomings. The Zemax simulation experiments are
completed under ideal conditions, but the calibration accuracy decreases due to increasing
lens distortion, vignetting as well as geometric distortions from the raw microlens images
in physical experiments, and all these factors affect the feature detection. We will take these
factors into account in research and applications in the future.
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