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Abstract: In this research, we combined two distinct, structured light methods, the single-shot pseudo-
random sequence-based approach and the time-multiplexing stripe indexing method. As a result,
the measurement resolution of the single-shot, spatially encoded, pseudo-random sequence-based
method improved significantly. Since the time-multiplexed stripe-indexed-based techniques have a
higher measurement resolution, we used varying stripes to enhance the measurement resolution of
the pseudo-random sequence-based approaches. We suggested a multi-resolution 3D measurement
system that consisted of horizontal and vertical stripes with pixel sizes ranging from 8 × 8 to 16 × 16.
We used robust pseudo-random sequences (M-arrays) to controllably distribute various stripes in a
pattern. Since single-shape primitive characters only contribute one feature point to the projection
pattern, we used multiple stripes instead of single-shape primitive symbols. However, numerous
stripes will contribute multiple feature points. The single character-based design transforms into an
increased featured size pattern when several stripes are employed. Hence, the projection pattern
contains a much higher number of feature points. So, we obtained a high-resolution measurement.
Each stripe in the captured image is located using adaptive grid adjustment and stripe indexing
techniques. The triangulation principle is used to measure 3D.

Keywords: adaptive grid adjustment; 3D measurement; grid-index; high-resolution; M-arrays;
pixel-encoded; pseudo-random sequence; single-shot; stripe indexing; structured light

1. Introduction

Structured light (SL) techniques are used in many 3D object-sensing applications, such
as mobile devices [1], medical imaging [2], intelligent welding robots [3], high-temperature
object detection [4], industrial quality inspection [5,6], and finding defects in manufacturing
and packaging [7]. Various SL techniques have evolved in the past few decades [8,9], wa-
vering from time-multiplexing or sequential to real-time single-shot 3D measurement [10].
SL methods are classified into spatial neighborhood and temporal coding schemes [11].
The SL can provide high measurement accuracy and dense 3D information. However, the
SL methods are more sensitive to surface color and texture. Many commercial devices,
such as Microsoft RGB-D, Microsoft Kinect v1, Intel RealSense D435, and Orbbec Astra
Pro cameras, map depth through speckle-based projections [12]. However, their depth
resolution and accuracy are lower. In contrast, we suggest a multi-resolution method based
on various stripes with good resolution and accuracy.

1.1. Related Work

Our approach integrated two strategies, i.e., stripe indexing-based techniques pre-
viously employed as time-multiplexed patterns that converge into a single shot and 2D
spatial neighborhood, using pseudo-random sequence (M-arrays)-based methods. This
section will cover the significant developments in both of these strategies.
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The time multiplexing techniques include methods based on binary coding, gray
coding, phase shift, photometric, and hybrid techniques that led researchers toward de-
veloping fringe patterns. The methods based on fringe patterns have the limitations of
lower accuracy and resolution and require sequential projections [13,14]. Nguyen et al. [15]
proposed 16 frames of fringe patterns to train CNN. When combined with speckle projec-
tion, the fringe pattern can provide single-shot measurement [16]. However, the image
acquisition and processing time are high since phase unwrapping is required. In contrast to
the fringe patterns, the suggested approach is spatially encoded, single-shot, and employed
for real-time applications.

The strip-indexed-based methods are time multiplexing, requiring several frames to
project. However, they are employed for high-resolution measurements. For example,
‘m’ stripe patterns can encode 2m stripes [17], a line-shifting technique applies 32 projec-
tions [18], and the N-ary reflected gray code uses multiple gray levels for pattern illumina-
tion [19]. Multiple gray-level stripes encode a pattern with fewer projections [20].

The 3D measurement techniques often use single-shot stripe-based patterns [21]. The
examples are stripe patterns based on three gray levels [22], segmented stripes with random
cuts [23], and a high-contrast color stripe pattern for fast-range sensing [24,25]. These single-
shot strip-based methods have a lower resolution. In contrast, we proposed a single-shot,
pseudo-random sequence-based stripe pattern for high-resolution measurement.

The spatial projection techniques can differentiate into full-frame spatially varying
color patterns, single-shot stripe indexing (1D grid), and 2D grid patterns [26]. The fast
and real-time SL techniques are based on a spatially encoded grid and fringe patterns [27].
The main principle of spatial codification techniques is to ensure the distinctiveness of
the codeword at any location in the pattern, and that location is determined from the
surrounding points. Examples of the spatial neighborhood are the patterns based on non-
formal coding [23,28], the De Bruijn sequence [29–32], pseudo-random sequences (PRSs) or
M-arrays [2,33–38], and speckle projection techniques [39–41]. The spatial coding scheme
has the advantage that 3D measurements can be achieved with a single projection and a
single capture image.

The SL techniques based on the De Bruijn sequence employ colored stripe patterns [29]
and dynamic programming [31], optimized De Bruijn [30], color slits [32], and shape
primitive-based designs for single-shot measurements. However, De Bruijn patterns pro-
vide a relatively low density and resolution, and the number of color stripes restricts the
precision of 3D reconstruction, and an interpolation operation is also necessary.

The pseudo-random sequence-based, or M-array methods can be divided into two
types, i.e., colored encoded designs or monochromatic geometric symbol-based schemes.

The patterns are further distinguished into color-coded grid lines [42,43] and primitives
such as dots/circles [34,44], rectangles [36,38,45–47], or diamond-shaped elements [48,49].
Since all these methods are based on multiple colors, they are immune to noise and
segmentation errors due to highly saturated surface colors. They can easily warp through
the intrinsic shades of the measuring surface.

A monochromatic geometric symbol-based approach is an alternative to color encod-
ing schemes since the single-shot SL can encode through colors or geometrical features [50].
These methods are more robust to the effect of ambient light, uneven albedos, and colors in
scenes [51]. The examples are those proposed by Albitar et al. [2,52], Yang et al. [53], Lu
et al. [35], Tang et al. [54], Ahsan [33], and Zhou et al. [55] using pseudo-random sequences
with a feature size of 27 × 29, 27 × 36, 48 × 52, 65 × 63, 45 × 72, and 98 × 98, respectively.

The researchers, who used pseudo-random sequences through either color or monochro-
matic geometric symbols, have tried to increase the measuring resolution by increasing
the number of feature points. The primitives employed contributed only one feature point.
In this research, we introduced stripes instead of single-centroid symbols, significantly
increasing the number of feature points.

In the alternative approach of speckle projection, the accuracy relies heavily on the
determined geometric parameters depicting the relationship between out-of-plane height
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and in-plane speckle motion, i.e., the measured surface in-plane displacements with respect
to speckle motion. Much research has been proposed to overcome the limitations in speckle
profilometry [39–41]. Speckle projection can provide dense reconstruction but with lower
accuracy. In contrast, shaped–coded spatial SL can provide higher accuracy [56].

Our previous work [33] presented a multi-resolution system that can generate robust
pseudo-random sequences of any desired size required to encode with projector resolution.
The projection pattern encodes digitally through pixels that can adopt any projector and
resolution. For example, the digital forms of spatial light modulators (SLMs) are used in
optics for super-resolution. Since they can provide the smallest pixels and the largest field
of view (FOV) [57], they can provide fine-grained light control, creating two-dimensional
patterns with user-controllable characteristics that consist of arrays of pixels [58]. Each pixel
of SLM can be controlled individually by the phase or amplitude of light passing through
it or reflecting off it [59]. These devices can act as super-controllable microscale projectors.
The suggested method also provides flexibility in measurement resolution while choosing
a projector. The proposed approach and our previous work can be used to implement SL
designs in SLMs and other projector devices. One can choose its measurement resolution;
with that choice, the projection pattern can be designed according to the required projector
size and resolution.

1.2. Major Contribution of This Paper

We proposed a flexible method to design patterns according to surface area require-
ments and measuring resolution. The significant contributions of this article are as follows:

(1) We combined two approaches proposed by various researchers, i.e., the high-resolution,
time multiplexing stripe indexing method with the comparatively low resolution,
single-shot, spatially encoded pseudo-random-sequence method to improve its mea-
surement resolution.

(2) Using the multi-resolution system, we proposed pixel-defined, digitally encoded
stripe patterns for high-resolution, single-shot 3D measurements.

(3) We computed the proposed method’s percentage increase in feature points, which
benefits in increasing the measurement resolution. The results show significant
improvements in measuring resolution.

(4) A new strategy for decoding captured image patterns is explained, using stripe
indexing and adaptive grid adjustment.

2. Materials and Methods
2.1. Designing of Pattern

This section will explain the process of forming a strip-based projection pattern using
a pseudo-random sequence.

2.1.1. Defining Various Stripe Types

Stripes are natural carriers of direction or orientation information and are easy to
decode using the area functions. Previously, small stripe patterns were used to eliminate
inter-reflections in 3D reconstruction [60]. So, we proposed a design using various small
stripes. We proposed a multi-resolution system in which stripe sizes vary from 8 × 8 to
16 × 16 pixels in symbol space. The stripes form the projection pattern depicted in Figure 1.
The square-shaped stripe at the number 1 position in Figure 1 uses the maximum area in
the pixel space. Similarly, horizontal and vertical stripes at numbers 4 and 5 are placed in
Figure 1, which has precisely 1/2 (half) the size of the maximum area in the pixel space.
Likewise, the pairs of horizontal and vertical stripes parallel to each other at the number
2 and 3 positions are 1/4 (quarter) of the size of the maximum area in the pixel space.
Similarly, the four horizontal and four vertical stripes parallel to each other at number
6 and 7 positions in Figure 1 use precisely 1/8th (one eight) of the size of the maximum
area in the pixel space. The other significant properties of these stripes are their aspect
ratios, orientation, eccentricity, and equivalent diameter. These properties will be used at
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the decoding stage of the pattern. We will define and calculate each of these properties in
the decoding section.
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Figure 1. Stripes vary in size from 8 × 8 to 16 × 16 pixels.

2.1.2. Pseudo-Random Sequences or (M-Arrays)

To spread these stripes in a projection pattern in a controllable manner, we generated
M-arrays of various sizes to use with varying stripe sizes from 8 × 8 to 16 × 16. We formed
the M-arrays using the method described in [33]. We used a projector with a resolution
of 800 × 1280 and proposed a multi-resolution system with patterns employing five sets
of stripes. We generated five M-arrays corresponding to each pixel size. Each M-array
consisted of seven alphanumeric bases corresponding to seven stripe types. The robustness
of the codewords in all M-arrays was ensured by computing the Hamming distances
between each codeword. The dimensions, the number of alphabets, Hamming distances,
and the percentile of the robust codewords are shown in Table 1. The Hamming distance
profiles of each M-array formed for use in the projection pattern are illustrated in Figure 2.
The profiles of M-arrays reflected that most of the codewords have a Hamming distance
greater than three. About 70% of codewords have the Hamming distances of 8 and 9. About
97% of the codewords have Hamming distances of 6 and higher, and 99% have Hamming
distances of 5 and higher, proving that the generated M-arrays are highly robust.
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Table 1. Properties of M-arrays for various resolutions.

Stripe Size
Spacing between

Consecutive
Symbols

No. of Symbols
Used in M-Array

M-Array
Dimensions

(m × n)

Average
Hamming
Distance

Robust
Codewords (%)

8 × 8 1 7 90 × 144 7.7137 99.9963
10 × 10 2 7 69 × 108 7.714 99.9968
12 × 12 2 7 60 × 93 7.7143 99.9964
14 × 14 2 7 51 × 81 7.719 99.9971
16 × 16 2 7 45 × 72 7.7186 99.9954

2.1.3. Formation of Projection Pattern

We used five M-arrays with seven alphabets to generate five projection patterns using
single-centroid symbols, just like in [33], and five projection patterns using the stripes-based
approach that we suggest in this paper. The parts of five generated projection patterns
using single-centroid alphabets and stripe-based designs are shown in Figure 3.
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2.1.4. Computation and Comparison of Feature Points

We compared the feature points in two designs, which improved measured resolutions
in the proposed pattern. As described in our previous work [34], the generated M-arrays
are slightly larger than the required dimension of projectors and round to the multiple of 3.
The feature points in the projection pattern are not simply the number of elements obtained
by multiplying the dimensions of an M-array. The feature points in the complete projection
pattern while using single-centroid-based symbols can be calculated with the help of the
following relationship:

XFP = Rlow

(
XPP

Sres + SSpace

)
(1)

YFP = Rlow

(
YPP

Sres + SSpace

)
(2)

FP = XFP × YFP (3)

where XFP and YFP are the X and Y dimensions of feature points in the projection pattern.
Rlow is the round function to the lowest integer. XPP and YPP are the X and Y dimensions
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of projector resolution. Sres is the measuring resolution or stripe size employed in the
projection pattern. Sspace is the pixel spacing between two adjacent alphabets in a projection
pattern. FP is the number of feature points in the projection pattern.

The feature points in stripe-based patterns can be computed through computer pro-
gramming since different stripes are randomly distributed in the projection pattern. The
computation of the number of feature points in a single-centroid symbol-based design,
strip-based approach, and a percentage increase in feature points in the strip-based method
is depicted in Table 2. We defined a new parameter ‘α’ as the ratio of increase in feature
points in a stripe-based approach to a single centroid-based symbol pattern. It is worth
noting that the 3D measuring resolution will improve with the same ratio as the increase in
feature points.

Table 2. Feature point calculations for various resolution.

Pattern
Resolution

(Sres)

Feature Points Increase in
Feature Points

Ratio (α)

Increase in
Feature Points

(%)
Single-Centroid

Symbols
Strips Based

Projection

8 × 8 pixel 12,496 26,701 2.1368 113.68
10 × 10 pixel 6996 16,789 2.3998 139.98
12 × 12 pixel 5187 13,925 2.6846 168.46
14 × 14 pixel 4000 8569 2.1423 114.22
16 × 16 pixel 3124 6656 2.1306 113.06

The bar graph shows the increase in feature points of the projection pattern while
using the stripe pattern, depicted in Figure 4. As evident from Table 2 and the bar graph in
Figure 4, the feature points are significantly increased almost twice in all types of measuring
resolution of a pattern from 8 × 8 pixels to 16 × 16 pixels while using the same M-arrays to
create projection patterns. Using stripe-based designs for increasing measuring resolution
will have a significant advantage.
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2.2. Decoding of Pattern

Currently, many researchers have used deep learning to decode structured light pat-
terns, such as CNN [15], the learning-based approach [61], dual-path hybrid network
UNet [62], fringe-to-fringe network [63], and MIMONet [64] to decode the phase informa-
tion from the projected fringe pattern. All of these techniques solve fringe-pattern-based
projections. The accumulation of these techniques to form a dataset is comparatively
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straightforward since DNNs learn from massive datasets with supervised labels. There
are very few decodings of patterns using DNN learning techniques employing other SL
approaches. One such dataset used CNN to decode eight geometrical-based symbols [65].
Since the implementation of deep-learning algorithms requires three essential elements:
(1) large-scale 3D datasets, (2) obtainable structure and training, and (3) graphics processing
units (GPU) for the acceleration of the system [66], all of these three factors are fundamental
for the employment of deep-learning methods. The challenges of forming datasets and
their training make them slow and complex processes for computation. In contrast, our
decoding method employs area functions and shape description parameter ratios [67,68]. It
is a simple process since it needs less computational power than deep learning. Therefore,
the complexity of the algorithm and the hardware requirements are reduced, which is also
a significant advantage.

2.2.1. Preprocessing, Segmentation, and Labelling

Preprocessing is the first step for decoding. The captured image is prepared for
decoding in this step. The captured image from the measuring surface first undergoes image
contrast enhancement and noise removal through filtering. A segmentation algorithm is
applied to the captured image to obtain a binary image. The segmentation has a significant
impact on the decoding process. The neighborhood stripes may merge if the segmentation
process is more vigorous, and if it is weaker, many binary regions that can decoded as
stripes may omitted. Hence, a balance is required. We obtained the best results using
morphological Mexican top hat filtering and then applied the optimum global thresholding
using Otsu methods [69]. After segmentation, labeling is carried out. The binary regions
obtained through segmentation will be labeled with specific region numbers using the
algorithm specified by Haralick [70].

2.2.2. Computation of Parameters

To decode and classify the stripes used in the pattern, we used area functions and
shape description parameters, such as aspect ratio, eccentricity, orientation, parameter-
to-area ratio, circularity ratio, and orientation. These shape descriptor parameter-based
classifications are stable against sensor noise, illumination changes, and color variation.
Most shape descriptors are computed through regional moments [71,72]. The essential
shape description parameters used in the classification and decoding are defined in Table 3.

Table 3. Stripe classification parameters.

Symbol Parameter Definition

E Eccentricity µ20+µ02−
√
(µ20–µ02)

2+4µ11
2

µ20+µ02+
√
(µ20–µ02)

2+4µ11
2

AR Aspect ratio MajorAxis
MinorAxis

PAR Perimeter to Area PS
AS

CR Circularity or Compactness
AS

ACIR
4πAS
PS

2

(x, y) Centroid
1
N

(
∑N

1 xi, ∑N
1 yi

)
or(

m10
m00

, m01
m00

)
θ Orientation 1

2 arctan( 2µ11
µ20−µ02

)
grid Grid Distance Major axis + Sspace

where µ11, µ02, µ20 are the second-order moments along the center, x-axis, and y-axis, respectively. AS in the area
of a stripe symbol, Ps is the parameter of a stripe symbol, ACIR is the circle area with the same parameter, N is the
total number of pixels in the alphabet, i is the ith position of a pixel in a symbol, m00, m10, and m01 are zero-order
moments along the center, x-axis, and y-axis, respectively.

Table 4 shows the values of shape descriptive parameters for each stripe type. The
threshold values computed in Table 4 are employed to decode and classify the stripes in
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a pattern. Three additional parameters, centroid (x, y), orientation (θ), and grid distance
(grid), are also computed. The location of each stripe is identified with the help of centroids,
and orientation is used to find the direction. These additional parameters are used in
searching the neighborhoods and establishing correspondences. Since stripes are natural
carriers of direction information, each stripe in our pattern carries its orientation. Only the
square-shaped strips may not have their direction, so this problem is resolved by attaining
its angle from the nearest stripe. The vertical stripes’ orientation has an offset of 90 degrees,
so their orientation will adjust accordingly in computation by subtracting 90 degrees from
their orientation angle.

Table 4. Calculation of classification parameters.

Stripe
Type Pixel Size E AR PAR θ CR

Square-
shaped

strip
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2.2.3. Classification of Stripes

The seven types of stripes used in these patterns are classified using the shape descrip-
tion parameters defined in Table 3, and their corresponding threshold values are calculated
in Table 4. The shape description parameters like eccentricity, aspect ratio, parameter-to-
area ratio, circularity ratio, area-function ratio, and orientation are used to classify the
symbols. The classification parameters are optimized using the trial and error method. In
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the classification process, we selected the range of values for each parameter and recorded
the results. The values lock where the maximum number of stripes classifies in each pattern.
The deformation caused by the projector and camera due to the angle of incidence compen-
sates by using a range of values for each parameter used in the classification. The errors in
decoding are minimized if more shape description parameters differentiate stripes.

The various size stripes used in the pattern can be easily differentiable using area
function ratios since each type of stripe is precisely proportionate to the area compared
to the other types of stripes. For example, square-shaped stripes have the maximum
extent of space, and all other stripes are proportional to their size. So, in the first level of
abstraction, the area sizes are compared from the maximum level, and specific threshold
values are set for each stripe type to obtain this abstraction. The eccentricity ratio is used
for the second level of differentiation. The square-shaped stripes can easily differentiate
from other stripes as they have eccentricity values near zero, while all other stripes have
eccentricity values ranging from 0.75 to 1. Further classification is carried out through the
aspect ratio (AR) since square-shaped stripes have an AR equal to one, and a single thick
horizontal or vertical stripe has an AR of two. In contrast, two parallel horizontal and
vertical stripes have an AR of four, and four parallel stripes have an AR nearly equal to
eight. The circularity ratio (CR) is the next level of abstraction. The squared-shaped stripe
has a CR near to one, while all other stripes have a lower circularity ratio, ranging from 0.1
to 0.8. The further distinguishes can be obtained through a parameter-to-area ratio (PAR)
since square-shaped stripes have the lowest PAR. In contrast, four parallel stripes have the
highest PAR, with the PAR for other stripes ranging from 0.2 to 0.8. The horizontal and
vertical stripes of the same types differentiate through their orientation.

2.2.4. Searching in the Neighborhood

After the classification and calculation of the parameters of each decoded stripe in the
pattern, the next step is searching each stripe’s neighborhood to establish a correspondence
between the pattern initially projected and the pattern obtained from the measuring surface.
This is the most significant part of the decoding process. Due to the use of multiple stripes
instead of single centroid symbols, the complexity of the pattern increases manifold. The
neighborhood searching includes finding the successive or consecutive stripes or sets of
stripes if multiple stripes are present and their next stripes to find the codeword size of
3 × 3. Searching in the area includes finding and estimating the position of all window
elements around the stripe for which computations must endure. Figure 5 illustrates the
mechanism of searching in the neighborhood.

Stripe Indexing and Adaptive Grid Adjustments

When multiple stripes or a set of stripes occur, their centroid values are not directly
used to find the following consecutive stripes; instead, they virtually adjust to the center of
the symbol space, and that altered value is used for finding the neighborhood stripes in the
window of 3 × 3. Changing the centroid positions to find the neighborhood stripe is called
adaptive grid adjustment. The first essential step for adaptive grid adjustments is finding
the stripe part or index number. The stripe part numbers or indexes are determined by
scanning or searching perpendicular to the major axis of the stripe. Searching or scanning
is performed along the Y-axis and vice versa if the major axis is along the X-axis. Therefore,
for stripe types 2 and 7, the major axis is parallel to the X-axis, so searching or scanning is
performed on the upper and downward sides of the stripe. Similarly, scanning or searching
is performed from left to right for stripe types 3 and 6, since the central axis is parallel to
the Y-axis. The computation will include that angle effect if the stripe has some orientation.
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Figure 5. The process of searching in the neighborhood. The scanning is performed 0.9 times the grid
distance for stripe types 2 and 3. The scanning is performed multiple times of grid distance in the
case of stripe types 6 and 7 till a different stripe is found in the neighborhood. The upper circle shows
searching on the right side of the neighborhood. The lower circle shows searching in the downside of
the neighborhood.

Stripe Indexing for Stripe Types 2 and 3

The stripe types 2 and 3 always occur in pairs or groups of two parts, apart by
approximately 0.8 times the grid distance. Scanning and computation of the Euclidian
distance between consecutive stripes significantly influence finding their part or index
number. The scanning or searching of the region performs at 0.9 times the grid to determine
their part number. For stripe type 2 and type 3, whose central axis is along the X-axis and
Y-axis, respectively, the scanning or searching executes for 0.9 times the grid. If a similar
kind of stripe has occurred before the stripe, then its distance from the current stripe is
computed. If the calculated distance is less than 0.5 times the grid distance, then the present
stripe is marked as part 1; if the calculated distance is more than 0.5 times the grid distance,
then the existing stripe index is marked as part 2. This procedure is shown in Figure 6.

The Euclidean distance between consecutive stripes is calculated by using the follow-
ing relation:

Distance(consecutivestripes) =
√
(xCS − xPrev)

2 +
(
yCS − yPrev

)2 (4)

where
(
xCS, yCS

)
is the centroid of a current stripe whose part number or indexing must

be determined.
(

xprev, yprev

)
is the centroid of the neighborhood stripe. If the distance (of

consecutive stripes) is less than half of the grid distance, the current stripe part number or
the index is determined to be 1. Alternatively, if the distance (of successive stripes) exceeds
half the grid distance, the current stripe part number or index is determined to be 2.
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Figure 6. Procedure to find stripe indexes and grid adjustments: (a) Stripe type 2, (b) stripe type
3, and (c) grid adjustments. Note: Scanning is performed 0.9 times the grid distance. Stripe types
2 and 3 occur in modulo of two stripes. The index is decided after calculating the distance from
the neighborhood stripe. If the calculated distance exceeds 0.5 times the grid distance, the stripe is
indexed as part 2. If the calculated distance is less than 0.5 times the neighborhood stripe, the stripe
is marked as part 1.

Adaptive Grid Adjustment for Stripe Types 2 and 3

After finding the stripe index or part number of stripe types 2 and 3, the stripe’s cen-
troid positions virtually change for estimating the neighborhood stripes’ centroid positions.
The centroid positions are approximately 37.5% of the grid distance apart from the central
place of the stripe space. Part 1 is above or on the left side of the central location. Part 2 is at
the lower or right side of the middle area of the stripe space. Hence, centroid positions for
both stripes (part 1 or 2) virtually adjust accordingly. The following relationship represents
the virtually adjusted centroid positions for part 1:

xadj_2_1 = xCS1 + GA ∗ sin θ (5)

yadj_2_1 = yCS1 + GA ∗ cos θ (6)

xadj_3_1 = xCS1 + GA ∗ cos θ (7)

yadj_3_1 = yCS1 − GA ∗ sin θ (8)

where (x adj_2_1, yadj_2_1

)
and (x adj_3_1, yadj_3_1

)
is the adjusted centroid position of part 1

of stripe type 2 and type 3. ‘θ’ is the direction of the current stripes whose adjusted centroid
is to be determined. GA is the grid adjustment factor, equal to 0.375 times the grid.
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The centroid positions for part 2 of stripe types 2 and 3 also adjust with the following
relationship:

xadj_2_2 = xCS2 − GA ∗ sin θ (9)

yadj_2_2 = yCS2 − GA ∗ cos θ (10)

xadj_3_2 = xCS2 − GA ∗ cos θ (11)

yadj_3_2 = yCS2 + GA ∗ sin θ (12)

where (x adj_2_2, yadj_2_2

)
and (x adj_3_2, yadj_3_2

)
are the virtually adjusted centroid position

of part 2 of stripe types 2 and 3.

Stripe Indexing for Stripe Types 6 and 7

Stripe types 6 and 7 always occur in pairs of four stripes, which are apart by approxi-
mately a 0.25 grid distance from each other. Since each stripe is equidistant from the other,
calculating the distance between consecutive stripes cannot play any role in indexing or
assigning part numbers to adjust grid or centroid positions virtually. Therefore, scanning is
performed multiple times to find a different stripe type in the same line. When a different
type of stripe occurs in the line of consecutive stripes of stripe type 6 or 7, stripe indexing is
performed by counting the stripe number from that other type to the existing stripe part
number. The stripe counting is performed in the modulo of four stripes, i.e., the stripe part
number or index repeats after every four stripes. If a different type of stripe is found at the
beginning of stripe counting, then the procedure for stripe counting is executed by forward
stripe counting to find the index of the current stripe. Similarly, if a different type of stripe
occurs at the end of stripe counting, backward stripe counting is performed to find the
stripe index of the current stripe. This method is shown in Figure 7.

Adaptive Grid Adjustment for Stripe Types 6 and 7

After finding the stripe index or part number of stripe types 6 and 7, the stripe’s cen-
troid positions change virtually for estimating the neighborhood stripes’ centroid positions.
Every stripe centroid position will adjust to the central space. For index numbers 1 and
4, the centroid positions are 40% of the grid distance apart from the central place of the
stripe space. Part 1 is above or on the left side of the central location. Part 4 is the lower
or right side of the central area of the stripe space. Hence, the stripes’ centroid positions
(parts 1 and 4) adjust virtually. The following relationship represents the virtually adjusted
centroid positions for part 1:

xadj_7_1 = xCS1 + GA1 ∗ sin θ (13)

yadj_7_1 = yCS1 + GA1 ∗ cos θ (14)

xadj_6_1 = xCS1 + GA1 ∗ cos θ (15)

yadj_6_1 = yCS1 − GA1 ∗ sin θ (16)

where (x adj_7_1, yadj_7_1

)
and (x adj_6_1, yadj_6_1

)
are the adjusted centroid position of part

1 of stripe type 7 and type 6. GA1 is the grid adjustment factor, equal to 0.4 times the grid.
The centroid positions for part 4 of stripe types 7 and 6 also adjust virtually with the

following relationship:
xadj_7_4 = xCS4 − GA1 ∗ sin θ (17)
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yadj_7_4 = yCS4 − GA1 ∗ cos θ (18)

xadj_6_4 = xCS4 − GA1 ∗ cos θ (19)

yadj_6_4 = yCS4 + GA1 ∗ sin θ (20)

where (x adj_7_4, yadj_7_4

)
and (x adj_6_4, yadj_6_4

)
are the adjusted centroid position of part

4 of stripe type 7 and type 6.
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Figure 7. Method to find the stripe indexes and grid adjustments: (a) Stripe type 7 with forward 
stripe indexing strategy, (b) stripe type 6 with backward stripe indexing strategy, and (c) grid ad-
justment. Note: Scanning is performed multiple times till a different type of stripe occurs in the 
vicinity. The index is calculated by counting the number of stripes from that different stripe found 
in the neighborhood. 

Adaptive Grid Adjustment For Stripe Types 6 And 7 
After finding the stripe index or part number of stripe types 6 and 7, the stripe’s cen-

troid positions change virtually for estimating the neighborhood stripes’ centroid posi-
tions. Every stripe centroid position will adjust to the central space. For index numbers 1 
and 4, the centroid positions are 40% of the grid distance apart from the central place of 
the stripe space. Part 1 is above or on the left side of the central location. Part 4 is the lower 
or right side of the central area of the stripe space. Hence, the stripes’ centroid positions 
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Figure 7. Method to find the stripe indexes and grid adjustments: (a) Stripe type 7 with forward stripe
indexing strategy, (b) stripe type 6 with backward stripe indexing strategy, and (c) grid adjustment.
Note: Scanning is performed multiple times till a different type of stripe occurs in the vicinity.
The index is calculated by counting the number of stripes from that different stripe found in the
neighborhood.

For index numbers 2 and 3, the centroid positions are 20% of the grid distance apart
from the central place of the stripe space. Part 2 is above or on the left side of the central
location. Part 3 is the lower or right side of the central area of the stripe space. So, the stripes’



Photonics 2023, 10, 1212 14 of 29

centroid positions (parts 2 and 3) adjust virtually. The following relationship represents the
virtually adjusted centroid positions for part 2:

xadj_7_2 = xCS2 + GA2 ∗ sin θ (21)

yadj_7_2 = yCS2 + GA2 ∗ cos θ (22)

xadj_6_2 = xCS2 + GA2 ∗ cos θ (23)

yadj_6_2 = yCS2 − GA2 ∗ sin θ (24)

where (x adj_7_2, yadj_7_2

)
and (x adj_6_2, yadj_6_2

)
are the adjusted centroid position of part

2 of stripe type 7 and type 6. GA2 is the grid adjustment factor, equal to 0.2 times the grid.
The centroid positions for part 3 of stripe types 7 and 6 also virtually adjust with the

following relationship:
xadj_7_3 = xCS3 − GA2 ∗ sin θ (25)

yadj_7_3 = yCS3 − GA2 ∗ cos θ (26)

xadj_6_3 = xCS3 − GA2 ∗ cos θ (27)

yadj_6_3 = yCS3 + GA2 ∗ sin θ (28)

where (x adj_7_3, yadj_7_3

)
and (x adj_6_3, yadj_6_3

)
are the virtually adjusted centroid posi-

tions of part 3 of stripe type 7 and type 6.

Finding the Neighborhood Stripes

After finding the stripe index and the grid adjustment, the next step is to find the
other elements of the neighborhood to compute the codeword of 3 × 3 for establishing
the correspondence. The adjusted centroid positions are used to search the nearby neigh-
borhood stripes. If the stripes are single stripes just as square-shaped (stripe number 1)
or single horizontal (stripe number 4) or vertical stripes (stripe number 5), which lie at
the center of the stripe space, then there is no need for indexing and grid adjustment. For
these three types of stripes, their centroid positions are used to find or estimate the part of
neighborhood stripes. The process of finding neighborhood stripes is shown in Figure 8.

So, the calculated centroid positions for the neighborhood stripes to scan or search
along that location are obtained by the following relationships:

x12 = xadj + grid ∗ cos θ (29)

y12 = yadj − grid ∗ sin θ (30)

x13 = xadj + 2 ∗ grid ∗ cos θ (31)

y13 = yadj − 2 ∗ grid ∗ sin θ (32)

x21 = xadj + grid ∗ sin θ (33)
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y21 = yadj + grid ∗ cos θ (34)

x22 = xadj + grid ∗ (sin θ+ cos θ) (35)

y22 = yadj + grid ∗ (cosθ− sinθ) (36)

x23 = xadj + grid ∗ (sin θ+ 2 ∗ cos θ) (37)

y23 = yadj + grid ∗ (cosθ− 2 ∗ sinθ) (38)

x31 = xadj + 2 ∗ grid ∗ sin θ (39)

y31 = yadj + 2 ∗ grid ∗ cos θ (40)

x32 = xadj + grid ∗ (2 ∗ sinθ+ cosθ) (41)

y32 = yadj + grid ∗ (2 ∗ cos θ− sinθ) (42)

x33 = xadj + 2 ∗ grid ∗ (sinθ+ cosθ) (43)

y33 = yadj − 2 ∗ grid ∗ (cosθ− sinθ) (44)

where (xadj, yadj) are the virtually adjusted centroid position of the current stripe. (x 12, y12)

and (x 13, y13
)

are the calculated centroid positions of stripes next to the current stripe in
the first row of the codeword 3 × 3. (x 21, y21), (x 22, y22), and (x 32, y32

)
are the calculated

centroid positions of stripes next to the current stripe in the second row of the code word
3 × 3. (x 31, y31

)
, (x 32, y32

)
, and (x 33, y33

)
are the calculated centroid position of stripes

next to the current stripe in the third row of the code word 3 × 3.
The calculating centroid positions are not the exact positions of the stripes where

the stripes may present in the neighborhood since these are the central positions of the
stripe areas. At the determined centroid position, the stripes are examined through vertical
or horizontal scanning, aligned either parallel or perpendicular to the orientation of the
location. This scanning is conducted at 0.275 times the grid distance to identify the label at
that place. Alternatively, a diagonal exploration of the stripes is performed at the calculated
centroid position, covering half of the grid distance above and below the neighborhood.

2.2.5. Establishment of Correspondence

Searching in the neighborhood is repeated for every stripe to find its right and down-
side neighborhood to obtain a codeword of size 3 × 3 or a matching window. When
codewords of 3 × 3 or matching window have been found successfully, they are used to
search for the same codeword and its location in the M-array. So, this codeword establishes
the correspondence between the pattern projected initially and the captured image. Since
the place of each stripe is known in the captured image and the location of the matching
window in the design initially projected is calculated with the following relationships:

xPP = 1 + (S res + SSpace
)
∗ col (45)

yPP = 1 + (S res + SSpace
)
∗ row (46)
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where (xPP, yPP) is the centroid position of the stripe in the projection pattern. (col, row) is
the location of the codeword in the M-array where the matching window is found.
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The above relationships are employed when the stripe type is a single-centroid-based
stripe, such as square-shaped or single thick stripes, stripe types 4 or 5. If a stripe type with
multiple stripes occurs, then their location in the projection pattern is calculated with the
following relations:

xPP_2_1 = 1 + (S res + SSpace
)
∗ col (47)

yPP_2_1 = 1 + (S res + SSpace
)
∗ row − 0.375 ∗ gridPP (48)

xPP_2_2 = 1 + (S res + SSpace
)
∗ col (49)

yPP_2_2 = 1 + (S res + SSpace
)
∗ row + 0.375 ∗ gridPP (50)

xPP_3_1 = 1 + (S res + SSpace
)
∗ col − 0.375 ∗ gridPP (51)

yPP_3_1 = 1 + (S res + SSpace
)
∗ row (52)

xPP_3_2 = 1 + (S res + SSpace
)
∗ col + 0.375 ∗ gridPP (53)

yPP_3_2 = 1 + (S res + SSpace
)
∗ row (54)

xPP_6_1 = 1 + (S res + SSpace
)
∗ col − 0.4 ∗ gridPP (55)

yPP_6_1 = 1 + (S res + SSpace
)
∗ row (56)
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xPP_6_2 = 1 + (S res + SSpace
)
∗ col − 0.2 ∗ gridPP (57)

yPP_6_2 = 1 + (S res + SSpace
)
∗ row (58)

xPP_6_3 = 1 + (S res + SSpace
)
∗ col + 0.2 ∗ gridPP (59)

yPP_6_3 = 1 + (S res + SSpace
)
∗ row (60)

xPP_6_4 = 1 + (S res + SSpace
)
∗ col + 0.4 ∗ gridPP (61)

yPP_6_4 = 1 + (S res + SSpace
)
∗ row (62)

xPP_7_1 = 1 + (S res + SSpace
)
∗ col (63)

yPP_7_1 = 1 + (S res + SSpace
)
∗ row − 0.4 ∗ gridPP (64)

xPP_7_2 = 1 + (S res + SSpace
)
∗ col (65)

yPP_7_2 = 1 + (S res + SSpace
)
∗ row − 0.2 ∗ gridPP (66)

xPP_7_3 = 1 + (S res + SSpace
)
∗ col (67)

yPP_7_3 = 1 + (S res + SSpace
)
∗ row + 0.2 ∗ gridPP (68)

xPP_7_4 = 1 + (S res + SSpace
)
∗ col (69)

yPP_7_4 = 1 + (S res + SSpace
)
∗ row + 0.4 ∗ gridPP (70)

where (xPP_2_1, yPP_2_1), (xPP_2_2, yPP_2_2) are the centroid positions of stripe type 2, parts
1 and 2. (xPP_3_1, yPP_3_1), (xPP_3_2, yPP_3_2) are the centroid positions of stripe type 3,
parts 1 and 2. (xPP_6_1, yPP_6_1), (xPP_6_2, yPP_6_2), (xPP_6_3, yPP_6_3), (xPP_6_4, yPP_6_4) are the
centroid positions of stripe type 6, parts 1, 2, 3, and 4. (xPP_7_1, yPP_7_1), (xPP_7_2, yPP_7_2),
(xPP_7_3, yPP_7_3), (xPP_7_4, yPP_7_4) are the centroid positions of stripe type 7, parts 1, 2, 3,
and 4. gridPP is grid distance computation value for pattern initially projected.

Note: These are the calculated centroids for the pattern initially projected, and there is
no role of orientation in this pattern.

So, the location information of each stripe in the pattern initially projected with its
deviation in the captured image from the measuring surface is known and will be utilized
in the measurement of 3D.

2.3. Camera Calibration and 3D Measurement Model

Calibration is a crucial step for the projector-camera-based SLS. In the calibration
process of SLS, the camera-projector devices will calibrate and optimize first to obtain pa-
rameters and minimize re-projection errors. The projector acts as the backlight camera path.
It also requires calibration of intrinsic and extrinsic parameters, like the camera [73]. The
traditional calibration method calibrates our system first to obtain the primary calibration
parameters. A reference plane with some precisely printed markers is used to optimize
primary calibration parameters since the conventional calibration methods rely mainly
on the standard reference or the corresponding image model. Thus, before applying the
projection patterns to the measuring surface, the projector and the camera have to calibrate
with any of the techniques available in [73–76]. The equation for the 3D measurement
model was described in our previous work at [33], and the same model is used to calculate
the 3D in this research.
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2.4. Experiment and Devices
2.4.1. Camera and Projector Devices

Our system comprised a digital camera (DH-HV2051UC) and a DLP projector (DELL
M110). The camera has a pixel resolution of 1600 × 1200. It is a progressive scan CMOS
device with 8-bit pixel depth and 10-bit analog-to-digital conversion accuracy, and each
pixel has a size of 4.2 µm × 4.2 µm. It can acquire ten frames per second, making it
suitable for real-time applications. The good analog-to-digital conversion ratio minimizes
the quantization error. The projector has a pixel resolution of 800 × 1280, with a projection
or throw ratio of 1.5:1 and a contrast ratio 10,000:1 (typical at full on or off). The high
contrast ratio allows the projector to project fine, sharp edges or thinner stripes.

2.4.2. Target Surfaces

We performed our experiment on three surfaces: (1) a simple plane surface that is
approximately 800 mm wide and 600 mm long, (2) a cylindrical surface that has a radius
of 150 mm and height of 406 mm, (3) a sculpture that has a height of 223 mm, width of
190 mm, and depth of 227 mm. The standard deviation of the cylindrical surface is equal
to its radius of 150 mm. The estimated standard deviation of the textured surface, i.e., the
sculpture, is approximately 200 to 225 mm. The measuring surfaces are white to avoid the
influence of spatial varying reflectivity. Figure 9 shows the projector and camera used in
the experiment and the objects used for measurement.
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Figure 9. The camera, projector devices, and the objects that were used for measurement in the 
experiment. 

  

Figure 9. The camera, projector devices, and the objects that were used for measurement in the
experiment.

2.4.3. Experiment Setup

The experiment validated our method and evaluated our system’s performance. The
ambient light was strictly controlled so that it would cause minimum errors. The projector
and camera were placed at a distance of 80 cm from the measuring surface, whereas the
camera and projector were 18 cm apart. We placed the target surface in the middle of the
projector and camera. The projector and camera were tilted at 83.6 degrees to throw a
pattern and record the observation. The angle of incidence from the projector to the camera
was 12.8 degrees. The schema of the projector and camera position with respect to the
target object is shown in Figure 10.



Photonics 2023, 10, 1212 19 of 29

Photonics 2023, 10, x FOR PEER REVIEW 19 of 30 
 

 

2.4.3. Experiment Setup 
The experiment validated our method and evaluated our system’s performance. The 

ambient light was strictly controlled so that it would cause minimum errors. The projector 
and camera were placed at a distance of 80 cm from the measuring surface, whereas the 
camera and projector were 18 cm apart. We placed the target surface in the middle of the 
projector and camera. The projector and camera were tilted at 83.6 degrees to throw a 
pattern and record the observation. The angle of incidence from the projector to the cam-
era was 12.8 degrees. The schema of the projector and camera position with respect to the 
target object is shown in Figure 10. 

3D Object

Camera Projector

Projector and 
camera tilted at 

angle = 83.6

Red dotted lines passed 
through optical center of 

camera, projector and 
central axes of 3D object

Angle of 
incidence 

= 12.8

 
Figure 10. The schema of the projector and camera position with respect to the target object. 

Pattern Employed in the Experiment 
We used two projection patterns formed by resolution of 14 × 14 and 16 × 16 pixels 

for the investigation to prove our methodology. The objects or surfaces were placed at a 
distance of 80 cm apart from the projector in the experiment and measurement; therefore, 
the measurement resolution was 3.1 mm for a 14 × 14 stripe size pattern and 3.5 mm for a 
16 × 16 stripe size pattern (refer to Table 5). 

Table 5. Comparison of measured resolution and covered area. 

Pattern 
Resolu-

tion 

Depth 
(z) cm 

Area 
(cm2) 

Proposed 
Method 

Ahsan 
[33] (2020) 

Zhou [55] 
(2023) 

Bin Liu 
[21] (2022) 

F. Li [37] 
(2021) 

Nguyen 
[15] (2020) 

Yin 
[40,41] 
(2019, 
2021) 

Wije-
nayake 

[38] (2012) 

Chen [36, 
47] (2008) 

Albiter 
[2,52] 
(2007) 

Resolu-
tion 

(mm) 

Resolu-
tion (mm) 

Resolu-
tion (mm) 

Resolu-
tion (mm) 

Resolu-
tion (mm) 

Resolu-
tion (mm) 

Resolu-
tion (mm) 

Resolu-
tion (mm) 

Resolu-
tion (mm) 

Resolu-
tion (mm) 

8 × 8 
250 

103.8 
× 166 

5.5 11.8 
26.7 

64.7 (area 
reduced to 

25.9 41.4 25.9 
23 (area 

reduced to 
32.5 

37.5 (area 
reduced to 10 × 10 6.0 14.3 

Figure 10. The schema of the projector and camera position with respect to the target object.

Pattern Employed in the Experiment

We used two projection patterns formed by resolution of 14 × 14 and 16 × 16 pixels
for the investigation to prove our methodology. The objects or surfaces were placed at a
distance of 80 cm apart from the projector in the experiment and measurement; therefore,
the measurement resolution was 3.1 mm for a 14 × 14 stripe size pattern and 3.5 mm for a
16 × 16 stripe size pattern (refer to Table 5).

The two patterns were formed using seven types of stripes: (1) a single square-shaped
stripe, (2) two parallel horizontal stripes, (3) two parallel vertical stripes, (4) one thick
horizontal stripe, (5) one thick vertical stripe, (6) four parallel thin vertical stripes, and (7)
four parallel thin horizontal stripes. The textured part of these two patterns is shown in
Figure 11.
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The two patterns were formed using seven types of stripes: (1) a single square-shaped 
stripe, (2) two parallel horizontal stripes, (3) two parallel vertical stripes, (4) one thick hor-
izontal stripe, (5) one thick vertical stripe, (6) four parallel thin vertical stripes, and (7) four 
parallel thin horizontal stripes. The textured part of these two patterns is shown in Figure 
11. 
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Figure 11. Textured part of stripe patterns employed in the experiment. Figure 11. Textured part of stripe patterns employed in the experiment.
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Table 5. Comparison of measured resolution and covered area.

Pattern
Resolution

Depth (z) cm Area (cm2)
Proposed
Method

Ahsan [33]
(2020)

Zhou [55]
(2023)

Bin Liu [21]
(2022)

F. Li [37]
(2021)

Nguyen [15]
(2020)

Yin [40,41]
(2019, 2021)

Wijenayake
[38] (2012)

Chen [36,47]
(2008)

Albiter
[2,52] (2007)

Resolution
(mm)

Resolution
(mm)

Resolution
(mm)

Resolution
(mm)

Resolution
(mm)

Resolution
(mm)

Resolution
(mm)

Resolution
(mm)

Resolution
(mm)

Resolution
(mm)

8 × 8

250 103.8 × 166

5.5 11.8

26.7
64.7 (area

reduced to
103.8 × 103.8)

25.9 41.4 25.9
23 (area

reduced to
99.3 × 99.3)

32.5
37.5 (area

reduced to
103.8 × 111.5)

10 × 10 6.0 14.3
12 × 12 6.3 16.8
14 × 14 9.7 20.8
16 × 16 10.9 23.3

8 × 8

200 83 × 132.8

4.4 9.4

21.3
51.7 (area

reduced to 83
× 83)

20.7 33.1 20.7
18.4 (area
reduced to
79.4 × 79.4)

26
30 (area

reduced to
83 × 89.2)

10 × 10 4.8 11.4
12 × 12 5.0 13.4
14 × 14 7.8 16.6
16 × 16 8.7 18.6

8 × 8

150 62.3 × 99.6

3.3 7.1

16.1
38.9 (area

reduced to
62.3 × 62.3)

15.6 24.9 15.6
13.8 (area
reduced to
59.6 × 59.6)

19.5
22.5 (area

reduced to
62.3 × 66.9)

10 × 10 3.6 8.6
12 × 12 3.8 10.1
14 × 14 5.8 12.5
16 × 16 6.6 14

8 × 8

120 49.8 × 79.7

2.6 5.6

12.7
30.8 (area

reduced to
49.8 × 49.8)

12.3 19.7 12.3
11 (area

reduced to
47.6 × 47.6)

15.6
18 (area

reduced to
49.8 × 53.5)

10 × 10 2.8 6.8
12 × 12 3.0 8
14 × 14 4.7 10
16 × 16 5.2 11.1

8 × 8

100 41.5 × 66.4

2.2 4.7

10.7
25.8 (area

reduced to
41.5 × 41.5)

10.3 16.5 10.3
9.2 (area

reduced to
39.7 × 39.7)

13
15 (area

reduced to
41.5 × 44.6)

10 × 10 2.4 5.7
12 × 12 2.5 6.7
14 × 14 3.9 8.3
16 × 16 4.4 9.3

8 × 8

80 33.2 × 53.1

1.8 3.8

8.5
20.6 (area

reduced to
33.2 × 33.2)

8.2 13.2 8.2
7.4 (area

reduced to
31.8 × 31.8)

10.4
12 (area

reduced to
33.2 × 53.1)

10 × 10 1.9 4.6
12 × 12 2.0 5.4
14 × 14 3.1 6.6
16 × 16 3.5 7.4

8 × 8

60 24.9 × 39.8

1.3 2.8

6.4
15.6 (area
reduced to
24.9 × 24.9)

6.2 10.0 6.2
5.5 (area

reduced to
23.8 × 23.8)

7.8
9 (area

reduced to
24.9 × 26.8)

10 × 10 1.4 3.4
12 × 12 1.5 4
14 × 14 2.3 5
16 × 16 2.6 5.6

8 × 8

40 16.6 × 26.6

0.9 1.9

4.2
10.3 (area
reduced to
16.6 × 16.6)

4.1 7.5 4.1
3.7 (area

reduced to
15.9 × 15.9)

5.2
6 (area

reduced to
16.6 × 17.8)

10 × 10 0.96 2.3
12 × 12 1.01 2.7
14 × 14 1.5 3.3
16 × 16 1.7 3.7
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The only difference between the two projection patterns was their resolution, i.e.,
14 × 14 and 16 × 16, and their corresponding M-arrays. The M-array used for the 14 × 14
resolution projection pattern had dimensions of 51 × 81, seven alphabets, and a window
property of 3 × 3. Similarly, the M-array used for 16 × 16 resolutions had dimensions
of 45 × 72, seven alphabets, and a window property of 3 × 3. The spacing between
two consecutive stripes or sets of stripes in the projection pattern was 2-pixel spaces for
both designs.

3. Results
3.1. Comparison of Measured Resolution

Our system can perform well from 40 cm to 250 cm in depth ranges. Using our system,
Table 5 shows the measured resolution obtained and the area covered on a plane surface
between 40 and 250 cm depths. We also compared the measured resolution with the
techniques proposed by researchers Yin [40,41], Nguyen [15], Ahsan [33], Albiter [2,52],
Chen [36,47], F. Li [37], Wijenayake [38], Zhou [55], and Bin Liu [21]. Our experimental
setup and projector achieved the resolutions mentioned in Table 5.

The data presented in Table 5 indicate that the proposed method exhibits a significantly
higher pattern resolution when compared to the previous techniques. Specifically, we
achieved a measuring resolution of 3.1 mm using a 14 × 14 pattern at a depth of 80 cm. In
contrast, the earlier methods, such as Albiter [2,52] (2007) utilizing a geometric symbol-
based approach, achieved a resolution of 12 mm. Similarly, Chen [36,47] (2008), employing
a color-coded pseudo-random sequence, achieved a resolution of 10.4 mm. F. Li [37]
(2021), utilizing a two-dimensional M-array-based method, achieved a resolution of 8.2 mm.
Wijenayake [38] (2012) employed two pseudo-random sequences to attain a resolution
of 7.4 mm. Ahsan [33] (2020), using geometric-based symbols, achieved a resolution of
6.6 mm. Bin Liu [21] (2022) employed a single-shot stripe-indexed method to attain a
resolution of 20.6. Zhou [55] (2023) utilized a large-size M-array to achieve a resolution of
8.5 mm. Nguyen [15] (2020), based on a fringe pattern, achieved a resolution of 13.2 mm,
and Yin [40,41] (2019, 2021), employing a combination of speckle projection and fringe
patterns, achieved a resolution of 8.2 mm.

3.2. Results of Classification or Decoding of Strips or Feature Points in a Pattern

We applied the method discussed in the previous section to decode these patterns. Our
technique of classification of stripes validates by using the classification algorithm to the
pattern initially projected. Our results show that 100% of stripes can be interpreted when
applied to the initial design, which validates that the method is the most reliable. After
algorithm validation on the pattern initially projected, we used the classification method
for the images captured by projecting the initial design on the plane surface, curved or
cylindrical surface, and a textured surface such as a sculpture.

Table 6 shows the number of stripes or feature points detected, decoded, and classified
while applying two patterns on the measuring surface used in the experiment. We also
compared these results with our previous work in [33]. It was clarified that our decoding
algorithm worked well when compared to other methods, such as Petriu [42], Albiter [2,52],
Chen [36,47], Wijenayake [38], and Ahsan [33]. Petriu [42] (2000) was able to decode only
59% of primitives, while Albiter [2,52] (2007) was able to classify 95% of primitives, and
Ahsan [33] (2020) was able to translate 97% of primitives on the cylindrical surface and 85%
of primitives on the sculpture. In contrast, we interpreted 99% of stripes on the complex
structures such as sculptures. The reason is that stripes have simple shapes and are more
straightforward to decode than complex-shaped symbols. Due to utilizing a monochro-
matic design with only two intensities of colors, white and black, our decoding algorithm
will extract more feature points compared to other methods, such as Petriu [42] (2000),
Chen [36,47] (2007), and Wijenayake [38] (2012), which were primarily color-coded schemes.
Since we used simple stripes, we decoded more feature points than monochromatic symbol-
based techniques such as Albiter [2,52] (2007) and Ahsan [33] (2020). Because more shape
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description parameters were used to detect the stripes, therefore no false detection or wrong
classification was observed.

Table 6. Detected and decoded primitive and comparison.

Surface Type

Pattern 1 (Primitives)
16 × 16 Resolution,

Depth 80 cm

Pattern 2 (Primitives)
14 × 14 Resolution,

Depth 80 cm

Ahsan (2020)
16 × 16 Resolution,

Depth 200 cm
Detected Decoded % Detected Decoded % Detected Decoded %

Original Pattern 6656 6656 100 8569 8569 100 3240 3240 100

Plane 4064 4064 100 5163 5163 100 1650 1617 98

Cylinder 2183 2183 100 2619 2619 100 1161 1128 97.1

Sculpture 1795 1788 99.6 2319 2314 99.8 689 585 84.9

Figure 12 shows the parts of decoded patterns for the original projection and their
results from captured images when applied to a simple plane surface. Similarly, Figure 13
shows the decoded patterns of the captured images from the cylindrical and sculpture
surfaces. To differentiate stripes from one another, the centroid positions of each type
of stripe illuminated with various colors in two patterns used, i.e., 14 × 14 and 16 × 16
resolution. The centroid positions of the square-shaped stripe are illuminated with a black
star (*). The centroid positions of two parallel horizontal stripes are marked with a blue
star (*), whereas the centroid positions of two parallel vertical stripes are illuminated with
a blue plus (+) sign. The centroid positions of a single horizontal stripe reflect through a
green star (*), and the centroid position of a single vertical stripe reflects with a green plus
(+) sign. Similarly, the centroid positions of four parallel horizontal stripes are marked with
a pink star (*), while the centroid positions of four parallel vertical stripes reflect with a
pink plus (+) sign. The red plus (+) sign at their centroids represents the stripes that cannot
be decoded or classified.
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3.3. 3D Plots and Point Clouds of Measuring Surfaces

After applying the techniques described in the previous section, the 3D of simple and
complex surfaces, such as cylindrical objects and sculptures, are measured at the accuracy
level of 3.1 mm for 14 × 14 pattern resolution and 3.5 mm for 16 × 16 pattern resolution.
Figure 14 shows 3D point clouds. Figure 15 shows the 3D reconstruction or 3D plots
obtained from 3D point clouds.

The 3D plots and point clouds show more dense reconstruction when compared to
our previous method, Ahsan [33]. The points are closer to each other. The point cloud of
14 × 14 resolution is denser than 16 × 16 resolution. The graphical representation of point
clouds shows that all points lie between 800 mm and 900 mm in depth or Z-axis. The points
displayed in the point clouds are not the same number of classified or decoded stripes.
The points that have established correspondence or satisfied the window property of the
M-array are included in the point cloud. So, we may miss at least two rows of points near
each boundary. Since the proposed method is based on grid coding, which combines the
advantages of the simple point and the line, sharp discontinuities may indicate abrupt
changes at several points on the object’s surface. However, grid coding implies weak
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constrictions on the physical entities [77], since labeling intersecting points of the grid is
time-consuming; consecutively, some parts of an object are occluded [34]. So, the number
of points matched in correspondence for the original pattern is 92%, and simple or circular
surfaces are 85% to 87% of stripes classified or decoded. The number of points that establish
correspondence for complex surfaces such as sculptures is only 66% to 70% at most.
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3.4. Results of Time Calculations

Table 7 shows the time durations for different processes involved during decoding.
Each method has a specific time duration. The time durations are measured on the average
core i5 computer for various functions. The time calculations are based on average times
for each procedure, whereas each event optimizes and is processed many times to obtain
optimum results. The time measurements are specified in the units of milliseconds. We
also compared the time durations of each function with the time durations consumed for
computing single-centroid-based symbols in our previous work [33].

Table 7. The time calculation for different processes of decoding.

Surface
Type Method Resolution

Preprocessing
(Filtering +

Thresholding)
Labeling Parameter

Calculation Classification Correspondence Rate of
Correspondence

Original
Pattern

Ahsan [33]
(2020) 16 × 16 566 42 587 3.3 485 0.19

Proposed
Method

14 × 14 302 46.5 1498.7 0.3 3227.6 0.38
16 × 16 215.4 26.9 1210.5 0.3 2529.3 0.38

Plane
Surface

Ahsan [33]
(2020) 16 × 16 611 53 365.6 2.2 480 0.3

Proposed
Method

14 × 14 227.8 33.5 1116 0.2 2472.6 0.48
16 × 16 225.7 28.4 907 0.2 1942.1 0.48

Cylinder

Ahsan [33]
(2020) 16 × 16 649 41.5 361 2.7 331.1 0.29

Proposed
Method

14 × 14 209.3 16.6 544.2 0.1 1289.4 0.49
16 × 16 198.5 15.3 466.4 0.1 1069.7 0.49

Sculpture

Ahsan [33]
(2020) 16 × 16 644 38 271 2.7 318 0.5

Proposed
Method

14 × 14 198.8 15.1 494.6 0.1 1163.3 0.5
16 × 16 200.6 13.8 390.6 0.1 897.5 0.5

Note: Time measured and specified in milliseconds.

The preprocessing time increases with the complexity of the surface, while it decreases
with the decrease in detected primitives. Compared to our previous work, cited at [33],
the preprocessing time is much less. This is mainly because stripe patterns are simple and
need less time for preprocessing. The preprocessing time for patterns initially projected
and simple surfaces is also decreasing compared to complex or textured surfaces such as
sculptures or cylinders. A similar phenomenon is observed in labeling, calculating shape
description parameters, classifying symbols, and establishing correspondence.
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The correspondence rate increases with the complexity and texture of the surface.
The matching rate is lower on simple surfaces than textured and complex surfaces. The
correspondence time and matching rates are significantly increased compared to our
previous work [33]. It is mainly because of the computation of two additional tasks, i.e.,
stripe indexing and grid adjustments.

4. Conclusions

In this research, we combined two methods, the time-multiplexing stripe indexing
method with the single-shot pseudo-random sequence-based method. As a result, the
measuring resolution of the pseudo-random sequence-based strategy improved signifi-
cantly. We proposed a multi-resolution 3D measurement system by defining horizontal
and vertical stripes in pixel sizes ranging from 8 × 8 to 16 × 16 pixels. We used robust
pseudo-random sequences to spread these stripes in the pattern controllably. We utilized
multiple stripes instead of single-shape primitive symbols in the projection pattern since
single-shape primitive alphabets or symbols contribute only one feature point. In contrast,
various stripes contribute multiple feature points. So, we obtained a single-shot, high-
resolution measurement using horizontal and vertical stripes. Due to the employment of
simple stripes, the algorithm improves the time durations consumed for preprocessing,
such as filtering, thresholding, and labeling. Our technique also shows improvements in
decoded or classified feature points compared to the previous methods. Our approach has
surpassed all the previous single-shot methods when resolution is compared (the resolution
comparison is provided in Table 5). We achieved a measuring pattern resolution of 3.1 mm
using a 14 × 14 pattern at a depth of 80 cm. In contrast, the earlier methods, such as
Albiter (2007) utilizing a geometric-symbol-based approach, achieve a resolution of 12 mm.
Chen (2008) employed a color-coded pseudo-random scheme that achieved a resolution of
10.4 mm. F. Li (2021), utilizing an M-array-based method, achieved a resolution of 8.2 mm.
Wijenayake (2012) used two pseudo-random sequences to attain a resolution of 7.4 mm.
Bin Liu (2022) employed a stripe-indexed-based method to achieve a resolution of 20.6
mm. Zhou (2023) used a larger M-array to attain a resolution of 8.5 mm. Similarly, our
previous work, Ahsan (2020), employing geometric-based symbols, achieved a resolution
of 6.6 mm. So, the 3D of simple and complex surfaces, such as cylindrical objects and
sculptures, are measured at the resolution of 3.1 mm for the 14 × 14 pattern and 3.5 mm
for the 16 × 16 pattern. We implemented a decoding method based on stripe classification,
indexing, and grid adjustments. Due to the multiple stripe strategy, the price is paid in
computation as correspondence time and rate of matching have increased. However, this
cost compensates in terms of significant improvement in measuring resolution.
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