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Abstract - The Ginzburg — Landau equation is solved by decomposition method.
INTRODUCTION AND DISCUSSION

The decomposition method can be an effective method for solving a wide class of
problems providing generally a rapidly convergent series solution [3 - 7].It has some distinct
advantages over usually approximation methods in that it is computationally convenient, The
method makes unnecessary the massive computation of discretized methods for solution of
partial differential equations. No-linearization or perturbation is required. It provides an
effective procedure for analytical solution of a wide and general class of dynamical systems
representing real physical problems (as opposed to pathological mathematical systems). There
are some quite significant advantages over methods which must assume linearity
“smallness’’, deterministic behaviour, stationary, restricted kinds of stochastic behaviour,
uncoupled boundary conditions etc. The method has features in common with many other
methods but it is distinctly different on close examination and one should not be misled by
apparent simplicity into superficial conclusions [8 = 16}.

In this paper, consider the Ginzburg — Landau equation, it is well known [],2]:

2
%?:u—(I+iR)|u|2u+(1+ib)%;— ey
with initial condition
u(x,0)=g(x),0sx<1,£)0 @

where R,b are real parameters. To apply the decomposition method , we write equation (1) in
an operator form

Lu=u~{1+iR)|*u+{(1+ib) L u (3)
where L, and L, are the differential operators defined by
L,=~~~~~C?~~-~andLu&2 : C))
at oax’

It is clear that L,is inevitable and L 'is the one-fold integration from 0 to t, ie,
t

L0)=[0Qar.
g

Operating with L' on both sides of (3), and using the condition (2) yield an
equivalent expression for (3) given by
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L'Lu=Lu-(+iR)L |u*u+(1+ib) L[] L u

w(e, ) -u(e0)=L" u~(1+iR) L' |u*u+ (1+ib) ;' L u

w (x,0)=g()+ L' u~(1+iR) L Ju*u+(14+i6) L' L,u. (5)
Following , the analysis of Adomian [2 - 5}, we write u (x , t ) in the decomposition form :

uled)=Su,(ve) . ©)
n=0

Substituting (6) into (5) gives
i u (x,t)= glx) + L}‘(i u,,} ~(1+iR) L [i/in {! u|>u }J +(1+ib)L; Lx[i un) (7)
n=0 n=0 hel n=G
where A, are the Adomian polynomials [2 - 5], the 4 {| u| 2}: Alu.u} are given by

A, =u;

A =2u,u,

A, =ul +2uu,

A, =2uu, +2uqu,

A, =u + 2uu, +2u,

A; = 2uyu, +2up, + 2uu,

A =17 + 2ugu, + 2uu, + 2u,u,
The 4 {I u [2 u }x A{(uea) 2t} are given by

Ay = (g, Ju,

4, = (2u0 a Jaty + (a0, ),

Ay = Qa0+ 10,20 Yty + (20 2, Yoty + (o 0 )

A, = (2uc.u3 + 20, 10, ), + (20 a0, + u U, )_u] + (Zuo ) )aty + (g 1t )t

A, = (Zuo M, VU, +2u, 0, ).u(, + (2u| My, + 22U, ).u, + (ul M+ 2uyu, ).u2
+ (2 % ).u3 + (uo.uo )u 4

As = Qugug + 2w, + 20, 0, ), + (20, 0, + 100, + 20,1, )1,
+ (a0, + 2040, Yty + (t, + 20ty 10, )ity + 2ty aa )t + (1t )t

A = (2”9-”5 +2uu + 20,1, + u3.u3).u0 + (2u0.u5 + 22U, + 20, 4, )t 3)
+ 2y, + 201, vuy 1, Yoty +(Quag 20, + 200, Yty + (20t 0, + w0, Y,
+ (2 Ug ).u_,, + (uo U, ).u6

Substituting (6) and (8) into (5) leads to the determination of all components of u by

U, = g(x)ﬂ u(x,0) | ‘ ©)
u= L' uy—~(1+iR) L (4)+(1+ib) L' Ly, (10)
uy= L' u ~(1+iR)L' (4)+(1+ib) ;' Lu, an

oooooo

= L u,~(V+iR) L' (4,)+(1+ib) L' Lu, (12)
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Where A, are Adomian polynomials defined above by (8). In conjunction of (9) and (12), all
components of u (X, t) in (6) can be easily determined.

As a result, the terms of the series u,,u,,u,,...are identified and the exact solution
may be entirely determined by using the approximation

ulx,r)= lim ¢, : (13)
where
n-}
¢, = D u, (x,t) | (14)
k=0
or
¢ = u,
¢, =u, +u,

G, = u, +u, +u,

¢, =uy+u +u, +..+u,_, , n=0

We applied this method to many numerical examples, and the results we obtained have shown
a high degree of accuracy. In many problems, the practical solution ¢, the n-term
approximation, is converging and accurate for low values of n. Convergence is established in
[17-20].

Adomian and Rach [3]and Wazwaz [15] have investigate the phenomena of the self-
cancelling "noise" terms whose sum vanishes in the limit. An important observation was made
that "noise" terms appear for homogeneous cases only. Further, it was formally justified that if
terms in u, are cancelled by terms in u,, even though u,includes further terms, then the
remaining non-noise terms in constitute the exact solution of the equation.

It is worthwhile to mention that the non-homogeneous equations is quickly solved by
observing the self-cancelling “noise’” terms whose sum vanishes in the limit. The
decomposition method provides a reliable technique that requires less work if compared with
the traditional techniques and does not require unjustified assumptions, linearization or
perturbation. '

To give a clear overview of the methodology ,as an illustrative example, we take the
Ginzburg-Landau equation to present one non-homogeneous example.

Example:
Let’s assume R and b are constant and equal to zero ,consider the following the
Ginzburg-Landau equation described by |

62

E;—u—[u|2u~axz:=f(x,t). (15)
We consider the problem

u,—u+|u) u—u, =x(-1+x*7) (16)
with initial condition

#(x,0)=0. (17)

Following the outline scheme , (16) is rewritten in a standard form
Lu-u+|u|*u~Lu= f(x1) (18)
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Thus, .
u (x,0)=u(x,0)+ L' u, - ' A +L;' Lu, +I;'(f(x1)) (19)

The decomposition series solution #{x,¢) into Z::o u, (x, 1) yield the term-by-term
uy =u(x,0)+ L] (f(x,2)) = xt~—;—xt2 +~:t—x3 A (20

u =L u,~ L7 (4,)+ L] Lu, = ~;xt‘2 — —é—xﬂ - i—x%“ - %x%‘s + %x‘g‘af5 Heee {21)
and so on we can calculate to the other components. It is obvious that the last two term in %,
and also the first and the third term in u, are self-cancelling noise terms. Keeping the
remaining non-noise term in #, leads to the exact solution of (16) given by

u(x,t) = xt. (22)
The solution that satisfies the given problem (16) and the condition (17). |
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