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Abstract: Many computer simulation models of the cardiovascular system, of varying complexity
and objectives, have been proposed in physiological science. Every model needs to be parameterized
and evaluated individually. We conducted a porcine animal model to parameterize and evaluate
a computer simulation model, recently proposed by our group. The results of an animal model,
on thirteen healthy pigs, were used to generate consistent parameterization data for the full heart
computer simulation model. To evaluate the simulation model, differences between the resulting
simulation output and original animal data were analysed. The input parameters of the animal model,
used to individualize the computer simulation, showed high interindividual variability (range of
coefficient of variation: 10.1–84.5%), which was well-reflected by the resulting haemodynamic output
parameters of the simulation (range of coefficient of variation: 12.6–45.7%). The overall bias between
the animal and simulation model was low (mean: −3.24%, range: from −26.5 to 20.1%). The simula-
tion model used in this study was able to adapt to the high physiological variability in the animal
model. Possible reasons for the remaining differences between the animal and simulation model
might be a static measurement error, unconsidered inaccuracies within the model, or unconsidered
physiological interactions.

Keywords: computer simulation; cardiovascular system; parameterization; validation; animal model

1. Introduction

Computer simulation models of the cardiovascular system are increasingly used in
the development and improvement of ventricular assist devices (VADs) and VAD control
algorithms [1–3], as well as in many other fields of cardiovascular research. With an in-
creasing accuracy of the computer simulation models, clinical use is also imaginable but
demands the possibility to highly individualize the used models. Examples of possible
areas of application are the planning of high-risk operations, such as the correction of
congenital heart defects or implantation of biomedical devices (e.g., valves or ventricular
assist devices), to predict the cardiovascular reserve of the patient or response to a certain
drug therapy. Since the 1960s, when computer simulation of the cardiovascular system
started [4,5], many different simulation models have been developed. In addition to the dif-
ferent strategies to implement basic physiological conditions, the various models also differ
in complexity and focus on specific physiological phenomena. Generally, three different
types of models are distinguishable: myocardial activity can be modelled by a time-varying
elastance curve [3,6–12], a sarcomere model [13–15], or isovolumetric contractions [16,17].
In the first case, emphasis is placed on the correct simulation of the starling curve; in
the second case, the interaction between sarcomere and ventricular cavity mechanics is
addressed; in the third case, the afterload dependency of the heart is stressed.
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The arterial system has also been simulated in many ways. Lumped parameter models
(“Windkessel models”) [3,18] can be distinguished from tube [14,19–21] and anatomically-
based distributed models [22–25]. Another important difference between the described
models is the integration of different physiological regulatory mechanisms. Some models
focus on the exact simulation of physiological autoregulatory mechanisms, e.g., the barore-
ceptor reflex [8]. In contrast, other models neglect this mechanism and emphasize further
mechanisms, such as left and right ventricular interaction [11,14], coronary blood flow [15],
the venous return curve [12], or cardiopulmonary interaction [26].

It is difficult to determine the most accurate and effective way to simulate specific
processes in the cardiovascular system. Every simulation model needs to be evaluated
individually, has its own advantages and disadvantages, and probably shows different
behaviour under different circumstances. Scientists working with these models need
to know the differences, possible flaws, and error susceptibility of the models they are
working with.

We wanted to assess a full heart computer simulation model, which was previously
described by our group [3,27], especially with regard to its ability to be adapted to indi-
vidual hemodynamic settings. We, therefore, conducted a porcine animal study and used
the data as the basis to parameterize the model. Then, we compared the results of the
animal study to the simulative results. In a third step, we varied the input parameters to
the simulation, in order to determine by which parameters the results were affected the
most and must, therefore, be especially critical to time-varying elastance simulation models
of the cardiovascular system.

2. Materials and Methods
2.1. Animal Model
2.1.1. Induction and Maintenance of Anaesthesia

All procedures described below are compliant with the Guide for the Care and Use of
Laboratory Animals [28] and reviewed and approved by the local animal care committee
and governmental animal care office (No. 84-02.04.2013. A476 and 8.87-50.10.45.08.257; Lan-
desamt für Natur, Umwelt und Verbraucherschutz Nordrhein-Westfalen, Recklinghausen,
Germany). Thirteen healthy pigs (German landrace, 46.26 kg ± 4.46 kg bodyweight [BW])
received premedication by intramuscular injection of 4 mg/kg azaperone (Elanco Tierge-
sundheit AG, Basel, Switzerland) and were anaesthetized by intravenous injection of
3 mg/kg BW propofol (Hexal AG, Holzkirchen, Germany) for oral intubation. Anaesthesia
was maintained by the insufflation of 0.9–1.2 vol% isoflurane and continuous application
of 6–8 µg/kg BW/h fentanyl (Ratiopharm GmbH, Ulm, Germany). Normoventilation
was achieved by the application of a tidal volume of 8–10 mL/kg BW and monitored by
expiratory CO2 measurement (PaCO2 36–42 mmHg) and regular arterial blood gas analysis.
Electrolytes and blood glucose were similarly monitored by arterial blood gas analysis
and held in a physiological range. The haematocrit was stabilized by the infusion of
6–10 mL/kg BW/h of a balanced crystalloid solution (Sterofundin Iso Braun, B.Braun AG,
Melsungen, Germany) solution and application of 500 mL of a balanced colloid solution
(Gelafundin Iso Braun) after instrumentation. The body temperature was held constant
(38 ◦C) by the use of an airflow warming blanket.

2.1.2. Surgical Instrumentation

After dissecting the neck vessels on the right side, one central venous catheter was
introduced into the right internal jugular vein, and two 12 F sheaths were introduced into
the right carotid artery. A median thoracotomy was performed, and the pericardium was
opened longitudinally. The aorta and pulmonary arteries were separated, and a perivascu-
lar ultrasound transit time flow probe (MA 20 PAX; Transonic Systems Europa, Maastricht,
The Netherlands) was positioned centrally around each vessel and connected to a flow
meter (T402-PV, Transonic Systems Europa). To measure pulmonary and aortic pressure,
a solid-state pressure sensor (CA-61000-PL, CD Leycom, Zoetemeer, The Netherlands)
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was introduced through a stab wound in the right ventricular outflow tract, with another
equal sensor through the sheath in the right carotid artery. The pressure sensors were
positioned 3–4 cm distal to the respective valves (i.e., the pulmonary and aortic valves)
and connected to a pressure interface (Sentron, CD Leycom). A multi-segment dual-field
7F conductance catheter (SPR-570-7; Millar Instruments, Houston, TX, USA) was placed
through the apex of the right ventricle along the outflow track. A second equal catheter
was introduced through the second right carotid sheath and aortic valve, with the tip
placed in the left ventricular apex. Echocardiographic imaging was performed to verify the
correct positioning of the catheter. The volume segments of the catheters were connected
to two signal processors (Sigma-5 DF, CD Leycom). To avoid electrical interferences and
for simultaneous biventricular measurements, the excitation frequency of one processor
was modified from 20 to 15 kHz. The pressure sensors of the catheters were connected to a
pressure interface (PCU-2000; Millar Instruments). Through a sheath in the right femoral
vein, a 7F balloon catheter was placed in the inferior vena cava, in order to perform a
short-term preload reduction during apnoea and constant positive end expiratory pressure
(PEEP). A schematic of the instrumentation is shown in Figure 1. After the completion of
instrumentation, the animals recovered for 30 min, with continued isoflurane and fentanyl
narcosis, in order to achieve stable blood pressure, cardiac output (CO), and normothermia.
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Figure 1. Instrumentation of the heart with left ventricular conductance catheter, aortal pressure
sensor, aortal flow probe, pulmonary artery flow probe, femoral vein balloon catheter, pulmonary
artery pressure sensor, and right ventricular conductance catheter. Figure is a modification of figure
“Heart normal” by Eric Pierce [29]. The original figure can freely be published under CC BY-SA
license (https://en.wikipedia.org/wiki/User:Wapcaplet, accessed on 16 March 2022).

2.2. Data Acquisition and Calculations

Signals were acquired continuously, at a sampling rate of 1000 Hz, using a data
acquisition device (Powerlab, AD Instruments, Dunedin, New Zealand) and software
(LabChart, AD Instruments).

The conductance volume values were calibrated prior to the measurement of each
animal. Therefore, the volume signal was corrected by stroke volume (SV), obtained from
the aortic flow probe (slope factor α) and parallel conductance, calculated from venous
hypertonic saline injections, as described previously [30–32]. The signals were finally

https://en.wikipedia.org/wiki/User:Wapcaplet
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analysed off-line with custom-made software (CIRCLAB 2020; Paul Steendijk, Leiden,
The Netherlands).

Global haemodynamics were described by heart rate (HR), mean arterial pressure
(MAP), CO, SV, and ejection fraction (EF). End-systolic pressure (P_ES), volume (V_ES),
end-diastolic pressure (P_ED), and volume (V_ED) were used to describe the ventricular
dimensions. These parameters were calculated as averages over 20 s. Systolic function was
characterized by the end-systolic pressure volume relationship (ESPVR) and preload re-
cruitable stroke work (PRSW), obtained from pressure-volume loops acquired during short
preload reduction by caval occlusion during apnoea. The ESPVR is the linear regression
of the end-systolic pressure volume points and characterized by the slope, end-systolic
elastance (E_ES), and x-axis intercept (V0_ES). The PRSW is the slope of the linear re-
gression between the ventricular stroke work (SW) and end-diastolic volume (EDV). The
passive (stiffness) components of ventricular relaxation were displayed by the exponential
regression of the end-diastolic pressure volume points (end-diastolic pressure volume
relationship: EDPVR), which was characterized by the indices P0, V0, and λ.

P_ED = P0_ES ∗ (exp(λ(V_ED − V0))− 1 (1)

as described by Wang et al. [32]. We iteratively calculated the single indices of the equation.
Values from three to five consecutive recordings were averaged.

The compliant characteristics (Cs) of the Windkessel vessels were calculated by di-
viding the SV by the difference in systolic and diastolic pressure (pulse pressure [PP]),
as previously described [33]. Fourier series expressions for pressure and flow signals of
20 s duration were used to calculate systemic vascular resistance and impedance. The
impedance modulus at each frequency was calculated as the ratio between pressure and
flow moduli (amplitudes). The total resistance (Z0) and characteristic impedance (Zc) were
derived from moduli at zero frequency and an average of moduli between 2 and 15 Hz [34].

2.3. Simulation Model

An electrical analogue of the circulation model is given in Figure 2.
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Figure 2. Electrical analogue of the circulation model. The single components are denoted by the
following designation. Vascular and specific resistance: R, Z. Vascular compliances: C. Venous system:
v. systemic circulatory system: _s. Pulmonary circulatory system: _p. Valves: TV, PV, MV, and AV.
Elastance function of the atria and ventricles: E. A closer description of the single components is
given in Table S1 in the supplemental materials.
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A three-element Windkessel model was used to describe the systemic and pulmonary
vascular systems. Each arterial system consisted of two hydraulic resistances with

QResistance(t) =
∆PResistance(t)

Ri
(2)

and an interconnected compliancy with

PCompliancy(t) =
VCompliancy(t)

Ci
(3)

The venous system consisted of one hydraulic resistance and one connected compli-
ance only.

The pulsation of the heart chambers and atria was modelled as a nonlinear time-
varying elastance, where the ventricle volume determined the corresponding time-varying
pressures P(t) = f(V(t)− V0), with unstressed volumes V0. The time varying-elastance
function used in our model was based on the work of Chung et al. [35], whereas concrete
values were obtained from previously published animal data [36]. The filling and ejection
phases were characterized by the exponential EDPVR

P_ED(V) = P0_ESλ(V−V0_ED) − 1 (4)

and linear ESPVR
P_ES(V) = E_ES·V + V0_ES (5)

where E_ES is the slope, and V0_ES is the x-axis offset of the specific relationship.
On this basis, the instantaneous pressure could be determined by

P(V, t) = ϕ(t)·P_ES(V) + (1 −ϕ(t))·P_ED(V). (6)

The activation function, ϕ(t), triggered the systole and ran periodically between
0 and 1. One period of the activation function was defined as the sum of exponential
functions

Φ(t) = ∑5
i=1 = Ai·e

−(
t−Bi

Ci
)

2

. (7)

The parameters Ai, Bi, and Ci were obtained using experimental data, as described by
Gesenhues et al. [17]. This function was used with a normalized time signal

tN = (t − kD)·HR/60 − floor((t − kD)·HR/60) + kO (8)

to obtain the activation function signal ϕ(t)

ϕ(t) = Φ(t = tN(t)). (9)

The normalized time signal, tN, restarts after each beat was implemented, using a
shifted sawtooth wave with a frequency equal to the heart rate. The floor function mapped
a real number to the largest previous integer. The shape of the activation function and
consecutive left ventricular volume and pressure values for animal 4 are shown in Figure 3.

QValve,ideal(t) =

{
∆PValve(t)

RValve
0

i f ∆PValve(t) > 0
i f ∆PValve(t) ≤ 0

(10)
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Figure 3. Activation function. Simulated activation function (φ(t)—black), consecutive left ventriular
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The heart valves acted as non-return valves, which meant that they allowed flow
at a given hydraulic resistance RValve in only one direction, depending on the pressure
differential ∆PValve across the valve. A detailed description of the single components is
given in Table S1 of the supplemental materials.

This simplified closed circuit model of the whole circulatory system was implemented
in the open (object-oriented) modelling language Modelica®. We ran this model in our
self-developed simulation tool ModeliChart, which was especially designed for clinical
users and allows for independently performing in silico studies in real time [37]. The
model was a full circulatory model, as previously described [3,27]. In contrast to our latter
study [3], we did not use a VAD in this study.

To parametrize the simulation according to the animal data, we used the general
configuration of settings described in [3], which is based on the data described in the
literature, and only individually adjusted ten input parameters. HR, E_ES, V0_ES, P0_ED,
V0_ED, λ, C, Z0, and Zc were calculated, as described above, and could be directly adopted
into the simulation. Each animal was simulated individually. The unstressed volume of the
systemic venous compliance (V0_sC) was used to adjust the ventricular preload until the
EDV between the simulation and animal matched. A short increase of V0_sC was used as
a virtual preload reduction to calculate the slope of the PRSW, as shown in Figure 4. The
respective values of P_ES, P_ED, V_ES, V_ED, SV, EF, SW, MAP, and PRSW were used to
compare individual values from animals and simulation.
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Figure 4. Pressure and volume data of a virtual and in-vivo preload reduction of the simulated and
real animal 3. LVP: left ventricular pressure; LVV: left ventricular volume.

2.4. Statistics

The results are displayed as the mean and standard deviation (SD) (PRISM 6.0, Graph-
Pad Software, San Diego, CA, USA). The coefficient of variation (CV) was used to describe
interindividual variability and Bland–Altman plots to describe the agreement (bias) and its
95% limits (PRISM 6.0, GraphPad Software).

3. Results

Three out of thirteen pigs could not be analysed: two pigs showed acute bleeding
during dissection and the other pig showed an atrial septal defect, which only came obvious
during the operation. The input parameters, which were necessary to individualize the
simulation model, demonstrated a large interindividual variability (CV = 10.1–84.5%)
for the systolic and diastolic function parameters of the left ventricle and parameters
characterizing the systemic circulation (Table 1).

The resulting haemodynamic output parameters from the simulation (Figure 4) sim-
ilarly showed a high interindividual variation (CV = 12.6–45.7%) and low overall bias
between the two datasets could be observed (mean: −3.24%; range: −26.5% to 20.1%). The
smallest bias between the animal model and simulation was reached for the EF and MAP,
with each 5% mean difference between all values. The largest bias, with a mean difference
of 27–28% between all values, was observed in the P_ED and PRSW (Table 2).

The best matches between the animal model and simulation (under 5% difference of
the values) were reached for SV in animals 9 and 10, in the V_ES in animals 2, 5, and 10, in
the EF in animals 9 and 10, in the MAP in animals 3, 5, 7, 9, and 10, and in the PRSW in
animal 1. The most pronounced differences between animal study and simulation (more
than 25% difference) were observed in the P_ED in animals 2, 8 and 10, the SW in animals
2, 7, 8, and 10, and the PRSW in animals 2, 3, 4, 7, 8, and 10 (Figure 5).
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Table 1. Parameters derived from the animal studies, which were used to parametrize the sim-
ulation model: HR: heartrate [bpm], E_ES: slope of the ESPVR [mmHg/mL], V0_ES: unstressed
volume of the ESPVR [mL], λ: coefficient of the exponential EDPVR, P0_ED: coefficient of the ex-
ponential EDPVR [mmHg], V0_ED: unstressed volume of the EDPVR [mL], Cs: systemic arterial
compliance [mmHg/mL], Z0: systemic arterial resistance [mmHg*s/mL], Zc: specific aortal resis-
tance [mmHg*s/mL], V0_sC: unstressed volume of the systemic venous compliance [mL], and CV:
coefficient of variation [%].

Input
Parameter Animal HR E_ES V0_ES λ P0_ED V0_ED Cs Z0 Zc V0_sC

(Simulation Only)

Simulation/Animal

1 101 1.33 −19.02 0.0365 0.2126 −19.36 1.7298 0.7341 0.0894 1100

2 91 1.14 −28.94 0.0478 0.0394 −50.48 0.9835 1.0017 0.1029 1865

3 100 1.41 −23.62 0.0263 0.3675 −63.38 1.7140 1.0959 0.1102 1700

4 75 1.01 −48.25 0.0253 0.7728 −55.30 1.5443 1.3407 0.0944 1680

5 79 1.13 −51.44 0.0236 0.2142 −64.57 2.2253 1.2959 0.0994 1382

6 84 1.60 −8.09 0.0254 0.3502 −67.20 1.9238 0.8044 0.0888 580

7 85 0.80 −48.74 0.0280 0.5369 −38.80 1.7860 0.7217 0.0840 1060

8 91 1.04 −30.67 0.0444 0.0110 −80.21 1.7580 0.8584 0.1142 1600

9 98 1.52 −24.77 0.0218 0.5375 −61.07 1.4927 1.1763 0.1074 1730

10 106 1.34 −14.98 0.0413 0.0053 −113.60 1.2890 0.7172 0.0951 1250

Mean 49.2 1.23 −29.85 0.0320 0.3047 −61.4 1.6446 0.9746 0.0986 1395

CV [%] 22.0 20.28 50.4 29.8 84.5 40.5 20.8 24.8 10.1 28.6

Table 2. Results of the Bland–Altman analysis. Shown are the mean of the difference between in vivo
data and simulation in percentage (BIAS [%]), 95% limits of agreement, and coefficient of variation for
the end-systolic and -diastolic pressure (P_ES, P_ED), stroke volume (SV), end-diastolic and -systolic
volume (V_ED, V_ES), ejection fraction (EF), stroke work (SW), mean arterial pressure (MAP), and
preload recruitable stroke work (PRSW).

P_ES P_ED SV V_ED V_ES EF SW MAP PRSW

BIAS [%] 13.1 28.0 −21.6 −0.1 9.8 −4.9 −21.3 −5.0 −27.2

95% Limits of Agreement

From −3.6 −8.9 −35.4 −1.7 −13.6 −27.4 −49.7 −19.0 −79.5

To 29.9 64.8 −7.7 1.5 33.3 17.6 7.0 8.9 25.1

Coefficient of variation 15.4 45.7 22.7 20.2 24.9 12.6 29.1 17.1 18.0

In animal 2, the percentage difference between the animal model and simulation for
P_ED, P_ES, and SW did not lie within an agreement interval of two standard deviations.
Similar results were obtained for the PRSW in animal 7 (Figure 6).
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mean difference between the in vivo and simulation data, in percentage, is shown as a detached line.
The 95% limits of agreement are indicated by dotted lines.
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4. Discussion

Our data show a high interindividual variability of parameters, characterizing cardiac
function and systemic circulation, among the single animals, and good agreement between
simulation and in vivo data. This high interindividual variability is also present in the
simulative results, which suggests that a relatively simple computer simulation, in the
form of our approach (time varying elastance, linear ESPVR, exponential EDPVR, and
three-element Windkessel model), can adapt to a high physiological variability.

The observed differences between simulation and animal might be a static mea-
surement failure, which might result from unknown inaccuracies within the model (e.g.,
determination of systemic compliance) or unconsidered physiological interactions. There
are two conditions that make our simulation prone to static measurement failure. First,
minimal changes in the exponential EDPVR have a substantial impact on the simulation
results; second, the parameterization of the three-element Windkessel model has inherent
problems in determining the compliance and resulting characteristic impedance.

The problem of determining systemic compliance has been an ongoing issue for
several decades. Several methods have been proposed and discussed in earlier publica-
tions [33,38–40]. We decided to apply the stroke volume-to-pulse pressure ratio method [38],
for reasons of substantive conviction and practicability. How this choice influences the
accuracy of our simulation model is difficult to estimate. Comparing an application of the
different methods within our simulation model lies beyond the scope of this paper.

Considering the Bland–Altman plot of the simulated EF (Figure 6), the distribution of
the observed differences between the animal and simulation models implies a linearity that
might be evidence for a systematic error: in the case of a high EF in the animal, the EF in
the simulation is systematically underrated and vice versa.

We decided to implement the ESPVR as the linear ratio of pressure and EDV. Consid-
ering the literature, it is not clarified whether this strategy is correct. Some authors describe
the ESPVR as linear [41–43], while others describe it as parabolic [44–46].

In our model, the contractility of the ventricle is simulated by a time-varying elastance
function. It could be discussed whether this strategy is the best approach. Modelling
the time-varying elastance as being load-independent might not apply, at least when the
cardiac load is changed by a VAD [47]. Due to a lack of other direct comparisons between
animal and simulated data, it is not clear whether other approaches to model cardiac
activity [13–16] are superior to our approach.

As mentioned above, there are also unconsidered physiological mechanisms not in-
cluded in this model, which might be underestimated in their importance. In the current
simulation model, we do not consider the ventricular interaction through the ventricular
septum, as it has been done by other groups [11,14,48]. Simulating the interventricular sep-
tum as a rigid ventricular wall might insufficiently mirror phenomena in certain situations,
e.g., when the simulation model is used to simulate integrated VAD pumps at a high pump
speed, where suction effects might occur. Additionally, we did not model the interaction
between the coronary perfusion and contractility of the ventricles [15], cardiopulmonary
pressure interaction [26], or venous return curve [12]. Autoregulation mechanisms, such as
the baroreceptor reflex [8] or Anrep effect [49], are also neglected. The disregard of these
mechanisms might seem careless but offers the advantage of a relatively simple computer
model, which seems favourable, regarding teaching purposes and clinical implementation.
Moreover, the simplicity of the simulation model enables the augmentation of the model by
certain features, according to the respective scientific question. For example, the interven-
tricular wall interaction presented in the model of Smith et al. [11] could also be introduced
in our model, as both models are based on the time varying elastance.

Another factor that has a high impact on the simulatory results is the modelling of
the vascular system. We chose the three-element Windkessel model [50], as this model has
been well-examined and established [9,12,13]. However, there are other approaches [14]
that might be favourable, considering certain problems, e.g., the difficult determination of
compliance and resulting characteristic impedance, as mentioned above.
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Our animal data vary significantly between the different healthy animals. If human
data show comparable variability, which can be assumed, especially in ill patients, then
simulation algorithms for clinical decision-making must be easily adaptable and simple to
parametrize, which will be easily achievable with simple models.

5. Conclusions

The direct clinical use of our model does yet not seem feasible, as the parameterization
values must be generated invasively. However, the presented data and approaches might
help to develop simple, reliable computer simulation models that might be transferred to
the clinic in the future.

Thus, the simulation of cardiovascular processes is a reliable tool, if existing limitations
are considered. To further improve the accuracy of cardiovascular computer simulation
models and transfer these tools to the clinic, further studies are needed.
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