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Abstract: In this paper it is presented that, 256x256 16 gray level images can be compressed
fast and efficiently by using neural networks . Compression results were compared with the
other methods according to mean square error (MSE) and visual of the image and it is seen that
by further works on ANN the images can be compressed better.

An 640x480 , 256 gray level image needs about 310 Kbytes memory. According to the
standard of Europe CCIR or USA-RS 170 monochrome, an image is renewed 25 times in a
second. 64Ox480, 30 video images are stored into the video RAM in a second by using a
scorpion card. This means in real time we have to transfer 9 Mbytes data into the computer
memory in a second. It is quite difficult almost impossible. But if we achieve this work we need
3.2 GBytes memory for an hour video signal. So it is not practical. We have different image
compression algorithms as JPEG and MPEG that the compressed image data needs less
memory and the compression work doesn't take much time.

Image compression and reconstruction are important problems. An other problem is
decreasing of the compression and reconstruction time duration. Especially, in real time,
decreasing the computation time is an important advantage.

The purpose of image compression is decreasing the memory where the compressed
image is stored in. The reconstructed image data quality must be reasonable.

There are quite a lot of methods about image compression. These methods are divided
in two classes ; lossless and lossy. In lossless algorithm like Huffinan coding the compression
ratio is limited and very low. In lossy compression algorithms we can obtain high compression
rates but by the way the MSE also increases.

Run-length coding, vector quantization [1] [7],transform coding [2],predictive coding
[3] and block truncation coding [8] are some of the lossy compression techniques.

In run-length algorithm first pixel value is assumed as the reference .If the following
pixel values do not exceed a threshold, then run counter is increased one for each pL'(el.
Otherwise "1" is loaded into the run counter and the following first pixel becomes the new
reference value. Because there are likely to be runs of length» 1 in the compressed image
representation, the resulting compressed data set will be smaller than the raw image data. These
effects are highly dependent on the threshold T, which mu!>tbe chosen to yield both a
reasonable image representation(i.e., the reconstructed image should appear subjectively



"close" to the uncompressed image and a reasonable number of nms, each consisting of a
reasonable number of pixels.

In Run-length method if the compression ratio is increased, horizontal lines are seen on
the image causing noise.

In Vector Quantization the image is formed with two dimensional blocks. Each block is
represented by a vector. All vectors of this algorithm are selected from a codebook table which
is formed before the compression. The problems of this algorithm are block effect and edge
distortion.

In Discrete Fourier Transform algorithm again the image is formed by two dimensional
blocks. Discrete Fourier Transform of each block consist of coefficients. Number of these
coefficients is as same as the number of pixels in each block. Each coefficient is consist of real
and imaginary parts. These coefficients are stored into the memory one by one in the zig-zag
order. In the compression algorithm some of these coefficients are ignored and the rest of the
coefficients are stored into the memory. So the compression is achieved. The reconstructed
image quality is dependent on the amount of ignored coefficient. The more coefficients are
used in the compression the better image can be obtained in the reconstruction algorithm.
Equation 1 presents the DFT (Discrete Fourier Transform) and equation 2 presents the IDFT
(Inverse Discrete Fourier Transform)
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In figure 2 the zig-zag order is shown. The fist coefficient of the rig-zag order is called
DC value the rest of the coefficients are called AC values. DC value consist of more image
information than the AC values do.

As the equations exhibit, DFT and IDFT need quite amount of calculations while
Discrete Cosine Transform (DCT) doesn't. The formulation ofDCT and IDCT can be seen in
Eq. 3 and Eq. 4.

3. ANN APPROACH FOR THE IMAGE COMPRESSION

In this study, image compression and reconstruction were performed by using ANN.
256x256 digital gray-level images were used. Images were compressed and reconstructed by
using two different ANN stage, as shown in Fig. 3.

A multi-layered and feedforward ANN network, which has error-backpropagation
algorithm, were used in this paper (shown in Fig. 4). ANN architecture is in the form of
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64:70:4:70:64. Compressed data were obtained from the hidden layer, which has four neurons.
Learning speed and rate were taken 0.9 and 0.7, respectively. Network architecture in Fig. 4
was used for teaching. After the teaching phase, the architecture was split into two part; the first
part was used for compression and the other part was used for reconstruction. In Fig. 5
original (left) the axial cranium section passing through sifenoidal sinus (in bone algorithm, in
pontin sifenoid and in two temporal, there is subarachnoidal air collections) and (right) the axial
cranium section passing through the venticular plate (the algorithm in soft tissues, mass is
observed in gray matter, white matter and intraventicular) images are shown. Images,
compressed by using ANN at a rate ofR=0.5 bpp, are seen in Fig. 6. Run-length coding, vector
quantization and DFT results are given in Fig. 7, 8, 9, respectively,. Compression results from
ANN were taken in real-time. If a codebook, which is formed by 16 elements, is used then the
MSE and SNR values are 9.792, and 0.589302 for the image on the left handside of the page,
respectively. For the image on the right handside of the page, these values are 8.859 and
1.04087. MSE formulation is shown in Eq. 5 and SNR formulation is given by Eq. 6.
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This study shows that ANN can be used for image compression efficiently.
Reconstructed images, which have been compressed with run-length coding algorithm, is
shown in Fig. 7. But, there are horizontal lines in this reconstructed images. In Fig. 8 a vector
quantization study with R=0.5 bpp , is shown. It is clearly seen that, there is a block-effect in
this Figure. In Fig. 9, DFT results are shown. In this algorithm again compression ratio is R=
0.5 bpp. It is obvious that, compression with ANN is better in keeping most of the original data
about the image.

In forward works; enhancing the quality of reconstructed images with ANN and
analyzing ANN results for 256 gray level images can be done.
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Figure 1. 8x8 pixels two dimensional
image block

Figure 2. An 8x8 pixels block in zig-zag
order
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Figure 3. Block diagram of ANN technique for image compression and reconstruction
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Figure 4. ANN network architecture.






