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Abstract: In May 2019, the Food and Drug Administration (FDA) proposed a quality range (QR) method
for the comparative analytical assessment in biosimilar studies. In this process, several reference
product lots are necessary, selected from a wide period of manufacturing dates with different shelf lives,
to calculate the total variability expressed as the standard deviation of reference product lots. This one
depends on the between-lots variation and analytic method uncertainty (i.e., within-lots variation).
During this time, the analytical method must be in control and stable but with an appropriate accuracy
and precision. In such a situation, various control charts were used to fix the method requirements and
detect small changes in the process. The results indicate that the method is indeed in control and stable,
but does not meet the requirements of the Analytical Target Profile (ATP) approach, independently of
the established uncertainty range. However, it does satisfy the traditional approach for an uncertainty
range of ±2%. The application of this new QR approach shows that the selection of reference lots has
an impact on the estimated standard deviation of the reference product, and consequently on the QR,
penalizing good test products. The contribution of the analytic method error is known and in-control
through the validation process. However, the between-lots variation requires a higher attention and
control by the manufacturer. All these aspects were analyzed, using simulation and real-data from
various bevacizumab lots.
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1. Introduction

In May 2019, the FDA published the guidance entitled Development of Therapeutic Protein
Biosimilar: Comparative Analytical Assessment and Other Quality-Related Considerations [1] after
the FDA withdrew the guidance Statistical Approaches to Evaluate Analytical Similarity [2] on June
2017 by industry comments [3]. The new guidance describes the Agency’s recommendations on
the design and evaluation of comparative analytical studies intended to support a demonstration
that a proposed biosimilar product is biosimilar to a reference product. Two novelties: (1) The FDA
called for a minimum of 10 reference product lots to be sampled in order to establish a meaningful
similarity acceptance criteria, whereas the FDA also recommends at least 6 to 10 lots of the proposed
product; (2) In the quantitative data analysis, the FDA proposes a quality range (QR) method in
the comparative analytical assessment. At this point, the critical quality attributes (CQAs) potential
should be prioritized using risk ranking based on the clinical impact and degree of uncertainty of
each attribute [1]. However, other methods of data analysis, including equivalence testing, may be
used [1,4].
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Furthermore, to apply the QR approach, it is necessary to know the variability of the reference
product lots expressed as a standard deviation. For this, several reference lots are necessary, selected
from a wide period of manufacturing dates with different shelf lives. This fact implies: (1) the potential
for the between-lot variability of the reference product should be taken into account during this process,
and (2) the high analytic method variability should not be an excuse for a large total variability. In such
a situation, the analytic method must be in-control and stable but with an adequate accuracy and
precision at all times. For example, the analytical method should be able to provide a drug content
measurement with a precision sufficient for detecting a meaningful difference under a given condition.
All this involves a new challenge in the analytic method validation. In this case, it is necessary to
select the analytical method suitable for the intended use and demonstrate its suitability, whether it
is to be used for characterization or as a quantitative method in the release and stability testing of
biopharmaceutical drugs and finished products [5]. In this regard, several international regulatory
organizations have published guidelines [6–8]. The principles underlying analytical method validation
must be applied at appropriate stages so that the methods are deemed compliant with international
expectations, and, in particular, so that the analytical method data derived from the methods retain
their full scientific value [5].

The characterization of both biosimilar and reference products involves a variety of analytical
methods, comparing their physicochemical properties, biological activities, impurities and stability.
Besides this, the consistency and robustness of the manufacturing process also needs to be demonstrated
by implementing quality control, assurance procedure, and process validation. Although there are no
specific types of assays for evaluating biopharmaceutical drugs, including biosimilar ones, the selection
of analyses is influenced by the properties of the reference product, but the exact requirements can
vary across regulatory agencies [9].

Vandekerckhove et al. [10] have published a list of possible techniques for the similarity assessment
of a therapeutic protein for relevant attributes classified by risk rank. However, it is important to
note that other techniques may be appropriate for the biosimilar product in development, and future
advances must also be taken into consideration [5].

The aim of our research was to apply (with various examples) the new FDA recommended
approach for the analytical similarity assessment based on the QR method. At this point, we analyzed
and estimated the level of variability for the two sources of variation: the between-lot variation and
analytic method uncertainty. The protein content, expressed as a percentage of the actual concentration
relative to the claim value, was used as a high-risk attribute. For this, we used a simulation and real
data from various bevacizumab lots.

Previously, the proposed analytic method was validated at the time of testing and was demonstrated
to be fit for the intended use. The validation was carried out at two levels: (1) a pre-study validation
process in accordance with the ICH-Q2-(R1) guidelines [8], and (2) an in-study validation procedure
using different control charts combined with the Analytical Target Profile (ATP) approach.

2. Materials and Methods

2.1. Materials

Bevacizumab (Avastin®, Genentech Inc., Roche Laboratory, Garden City, UK) was supplied as
a 25 mg/mL solution in a phosphate buffer (pH = 6.2) containing 159 mM α,α–trehalose dehydrate
and 0.04% w/v polysorbate 20. Deionized water was purified in a MilliQ plus system from Millipore
(Molsheim, France), prior to use. All other chemicals and reagents were HPLC grade. All solvents
were filtered with 0.45 µm (pore size) filters (Millipore) and degassed.

2.2. Size Exclusion Chromatography System

The chromatographic system used was a Waters apparatus (Milford, MA, USA) consisting of
a pump (600E Multisolvent Delivery System), an auto sampler (700 Wisp model) and a differential
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refractive index (RI) detector (Waters model 2414). Elution was performed at room temperature in
a Protein KW-804 column (8 × 300 mm, Waters). The data was collected and analysed using the
Millennium32® chromatography program (Waters). This software was also used for chromatogram
integration and estimating the monomer content through the relative peak area percentage values.
The mobile phase was phosphate-buffered saline (300 mM NaCl, 25 mM phosphate, pH 7.0) at a flow
rate of 1.0 mL/min, and an injection volume of 25 µL.

3. Results and Discussion

3.1. SEC Method

Size exclusion chromatography (SEC) separates proteins on the basis of their hydrodynamic
radius, is simple to use and compatible with a high-throughput mode, and is the election method for
the analysis of aggregation in therapeutic proteins [11]. The quantity of aggregate and monomer in
a protein are often evaluated using SEC coupled with an ultraviolet (UV) spectrophotometer. SEC with
multi-angle light scattering (SEC/MALLS) and analytical ultracentrifugation sedimentation velocity
(AUC-SV) are characterization techniques used to support the SEC analysis [11]. Oliva et al. [12] have
used SEC coupled with different detection modes to study the stability, level of impurities and its
identification, and aggregation mechanism of bevacizumab. Typically, the SEC method is used in lot
release testing, comparability and similarity assessments for purity-related product quality attributes,
but not for the protein content as critical quality attributes (CQAs) due to various reasons related
to the disadvantages of this techniques: a reversible aggregation process, sample dilution effect or
adsorption of the protein to the chromatographic matrix. All these factors would reduce the quantity
of the aggregate and monomeric protein detected [11]. Some of these were previously analyzed for
us [12].

Several international regulatory organizations [6,7] recommend carrying out the validation process
at two levels: The “pre-study” validation should show that the method achieves its objectives, whereas
the “in-study” validation verifies that the method remains stable and in-control over time [6]. This latter
plays a vital role during the analytic similarity assessment of biosimilar drugs. In all these procedures,
it is necessary to consider the measurement uncertainty associated with the results and to determine
whether the level of variability satisfies the specification limits [7].

3.1.1. Pre-Study Validation

A pre-study validation procedure was conducted to prove that the method could deliver quality
results, following the ICH-Q2-(R1) [8]. System adequacy parameters such as the retention time, tailing
factors, and theoretical plate number were measured to check the performance. All these parameters
were within the specified limits. Interference from the excipients (trehalose and polysorbate 20) did
not interfere with the peak of interest; their elution times were greater. To evaluate the effect of the
chromatographic matrix, a sample of 30 µg/mL was injected (the same sample) into the system six
times, and an RSD of 0.35% was obtained. In conclusion, the quantity of aggregate and monomer
protein is not affected. The identity of both species was checked by us in a previous work using
SEC/MALLS [12].

The calibration standards were prepared at five different concentration levels ranging from 5 to
30 µg/mL (n = 30), using the mobile phase as a diluent, and analytic runs were performed on different
days. In such a situation, it is important to check that there is no difference between days in order to
pool data. For this, the following statistical model was used:

yi j = (β0 + α0,i) + (β1 + α1,i)·xi, j + εi, j (1)

where yij is the response for the concentration xj-th for the i-th day; β0 and β1 correspond to the intercept
and slope of the first day; α0,i are the differences between intercepts for day 1 and day 2, 3, . . . k, and
α1,i are the differences in the slopes. The term ε represents the error associated with the concentration
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j-th measured on the i-th day. Table 1 shows the ANOVA results obtained using the “lm” function
from R-program [13].

Table 1. The ANOVA results obtained using Equation (1). The null hypothesis of no differences
between intercepts and slopes was accepted for all situations.

Parameter Estimate t-Value P(>|t |)

β0 −3.862 −0.974 0.343
β1 6.349 32.4 <2 × 10−16

α0,1 −1.108 −0.197 0.846
α0,2 −0.601 −0.107 0.916
α0,3 1.884 0.336 0.741
α0,4 4.384 0.782 0.445
α0,5 1.314 0.234 0.817
α1,1 0.161 0.581 0.568
α1,2 0.336 1.21 0.241
α1,3 0.128 0.461 0.65
α1,4 −0.052 −0.186 0.854
α1,5 0.269 0.973 0.344

The null hypothesis of no differences between intercepts and slopes was accepted for all situations
(p > 0.05). This supposes that the observed variability is only due to the analytic method error, and
second, that the data from different days can be pooled to obtain the regression line. In our case,
a linear relationship between the signal peak areas of bevacizumab (µV·s) and the corresponding
concentrations (µg/mL) were found (Figure 1). The absence of systematic errors (bias) was verified
using the plotted reference versus predicted values for the samples of the calibration [14]. The limit of
detection (LOD) and limit of quantitation (LOQ) were determined as 2.14 and 6.49 µg/mL, respectively,
using the signal-to-noise approach.
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Figure 1. The regression line “peak area vs. concentration” obtained by pooling data from different
days (left). The plot of the peak area/concentration ratio vs. concentration shows the variability of the
slopes between points (right).

The accuracy was examined by the RSD of the recovery data from a minimum of nine determinations
over a minimum of three concentration levels covering the specified range. The average percentage
recoveries were found to be 99.1% with an RSD of 3.00%. The system precision expressed as repeatability
was determined from six replicate injections of a sample at 20 µg/mL, yielding an RSD value of 0.85%.
The intermediate precision of the assay was also evaluated by the same analysts, under the same work
conditions, but on three different days, in accordance with the design proposed by Maroto et al. [15].
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In this case, the overall precision corresponds to a time-different intermediate precision. From this study,
the between-measurement variance (sm2) and the between-day variance (sday2) were calculated to be
0.025 and 0.090, respectively, for a concentration of 20 µg/mL, the intermediate precision being expressed
as a percentage RSD of 1.70%.

The statistical design of the experiments was utilized to evaluate the robustness of the analytical
method, in our case a factorial design with two levels and two variables. From the two-way ANOVA,
the Flow main term only contributes to the model, whereas the pH term was not influenced. Figure 2
shows the contour plot of the monomer content as a function of both variables. Considering a level of
variability of ± 2% for the flow rate (a real situation in this type of analytical method) and changes in
the pH of ± 0.2 units, the monomer content is within the expected value, indicating that our analytical
method is robust enough.
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The intersection of two variables (pH and Flow) allows for the defining of the space design (the
underlined area).

The bevacizumab was stable at 5 ◦C over a 24-month period; no more than a 1% difference was
observed with respect to the label claim. The long-term stability data from the manufacturer show that
no significant changes occur when stored at 5 ◦C for up to 24 months [12].

3.1.2. In-Study Validation

The main objective of this validation process was to check the maintenance of the validation
conditions in the laboratory over a long time period. For this, a control sample with a nominal
concentration of 25 µg/mL was analyzed each working day (n = 34). Different control charts have been
used to monitor the quality and reliability of an instrument for testing CQAs. The analytic method can
provide robust results if the observed variability falls within the pre-specified acceptance limits. In this
case, the uncertainty in estimating these limits should be taken into account [16].

Control charts are designed under the assumption that a method to be monitored will produce
measurements that are independent and identically distributed over time, when only the inherent
sources of variability are present in the method [17]. For this, the normality of the data must be checked
through Q-Q plots and statistical tests (e.g., Anderson-Darling, Shapiro-Wilk or chi-square). The results
confirmed that the concentration distribution is not significantly different from a normal distribution
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at a 5% significance level according to Q-Q plots and the Anderson-Darling test. Assuming that the
data are indeed normally distributed, the method mean was estimated to be 24.9 µg/mL from the
X-chart. At first, all individual measurements were within the lower (LCL) and upper (UCL) control
limits [24.4, 25.4] calculated according to Montgomery [17]. The Moving Range (MR)-chart allows the
method’s standard deviation to be estimated, the value being 0.17 µg/mL. These data indicate that the
analytical method is in control and stable. Therefore, control charts provide enough information to fix
the method requirements.

Cumulative Sum (CuSum) and Exponentially Weighted Moving-Average (EWMA) control charts
efficiently complement the X_bar and MR control charts when there is interest in detecting small
changes in the process, around ± 1.5 SD, and the sample consists of an individual unit. However,
many researchers have discussed which of them is better in accordance with the level of variability
that must be detected [15]. In practice, the EWMA control chart worked well with the parameters
λ = 0.4 (smoothing constant) and L = 3.054 (control limit width fixed at three standard deviations),
a value recommended by Montgomery [15]. Under this scenario, the sample number #22 was out of
the central limits (see Figure 3). This fact is assignable with a column change. Using a value of λ = 0.2,
the change was clearer, since the samples #21 and #23 were also affected.
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Figure 3. The EWMA control chart with the parameters λ = 0.4 and L = 3.054. Under these conditions,
the sample #22 was outside the control limits, whereas the number of points beyond the limits was
three for λ = 0.2. The causes were attributable to a column change. UCL and LCL are the upper and
lower control limits.

The CuSum control charts directly incorporate all the information into the sequence of sample
values by plotting the cumulative sums of their deviations from a value objective [18]. Moreover,
when an up or down tendency appears, this indicates that the process average changes, which requires
a search to determine the causes. Furthermore, the CuSum control chart showed two altered zones,
the first with an upward tendency (C+), located between the positions 19 and 25. Furthermore, this
was a similar situation to those observed in the EWMA control chart, whereas the second one was
located close to the end of the process (see Figure 4) and with a downward tendency (C−). The cause
of this latter change was attributable to introducing a new bevacizumab lot from the sample #28.
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Figure 4. The CuSum control chart shows two altered zones. The first shows an upward tendency (C+)
related to a column change, and the second shows a downward tendency (C−), due to the introduction
of a new bevacizumab lot. UDB and LDB are the upper and lower control limits.

At first, the CuSum control chart performed better for detecting shifts lower than 1.5 SD. However,
EWMA provided the forecast for where the average will be in the next period, which makes it easier to
apply in the control method.

3.2. Risk Assessment

Determining the suitability of the analytical method and the risk of taking incorrect decisions
depends both on the used consistency and criteria [6]. Moreover, the control charts data analysis during
the in-study validation can estimate the accuracy and precision providing a measure of data quality,
whereas a joint measure including both parameters can help us to gauge the associated risk [19,20].
In our case, the β-expectation tolerance interval rule was used to assess both aspects. The balanced
one-way random effects model proposed by Mee [21] was used to construct two-sided β-content
tolerance intervals. This only requires calculating the method within-run (σ2

E), between-run (σ2
B), and

total variance (σ2
Tot), and the quantities of the standard normal and chi-square distribution according

to the degree of freedom [21,22]. In this case, the data consists of measurements taken over a nominal
concentration of 20 µg/mL, following a sampling design with nine independent runs (I = 9) and three
replicates per runs (J = 3). The resulting two-sided β-expectation tolerance intervals for a nominal
concentration of 25 µg/mL were 25.28 and 24.58 mg/mL, respectively corresponding to 1.13% and
−1.69% from the nominal concentration [22]. Thus, the performance is adequate with regards to the
nominal concentration, since both parameters were lower than the acceptance limit, λ, which was set
at 3%, although a value of 2% may also be acceptable.

3.3. Analytical Method Performance

The performance requirements of any analytical method must be previously established using
different tools and criteria; for example, the ATP tool is a good option. In this case, the overall
uncertainty (i.e., precision + accuracy = ± 3%) and probability (95%) were established, criteria based
on the quality of the results and the capability of the analytical method used in this study.

The application of the traditional acceptance criteria for the analytical measurements for nominal
concentrations of 25 µg/mL indicates that the measurement has no more than a ± 2% bias and no more
than a 2% variability, expressed as precision. However, various values are outside the defined region
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for 3% when the ATP approach is applied, and, therefore, it is not possible to ensure with at least a 95%
probability that the samples are within ± 3% of 95–105% of the nominal concentration. This fact is due
to bias and precision being interdependent in comparison with the traditional acceptance criteria, and
therefore the method does not meet the requirements of ATP. At first, the data analysis indicates that
the bias is under control but the precision must improve in order to meet the ATP. Thus, the selection of
the level of performance has a great impact on the result quality and consequently affects its validity.

3.4. Quantification of Bevacizumab in Pharmaceutical Preparation

Directive 75/318EEC as amended states “Unless there is appropriate justification, the maximum
acceptable deviation in the active substance content of the finished products shall not exceed ±5% at
the time of manufacture. On the basis of the stability test the manufacturer must propose and justify
maximum acceptable tolerance limits in the active substance content of the finished product up to the
end of the proposed shelf-life” [23]. Within this limit, both the variability in production and the test
procedure for the assays, i.e., the analytic method error, are included.

According to this Directive, the active substance content of the finished product up to the end of
the shelf life must be higher than 95%. The expected value for the content must be at least 95% plus the
analytic method error in order to satisfy this. Under this condition, the analytic method must satisfy
this objective; if the opposite is true, the method must be optimized or a new one must be found.

The obtained results show that all analysed bevacizumab lots present a content of monomer,
expressed as a percentage of the declared content, within acceptance limits established by the Directive.
Any analytic method used to test particular CQAs should be developed, qualified, validated and
implemented, and, in particular, their suitability for the intended purpose should be demonstrated.
All these aspects have been analysed and verified for the proposed SEC method.

3.5. Analytical Similarity Evaluation

In the last guidance published in 2019, the FDA recommends a quality range (QR) method in the
comparative analytical assessment [1]. The QR of the reference product for specific CQAs is defined as:
(µ̂..R − x · σ̂R, µ̂..R + x · σ̂R), where µ̂R is the reference product lots mean, σ̂R is the standard deviation of
the reference product lots, and x should be appropriately justified. A comparative analysis of a quality
attribute would generally support a finding that the proposed product is highly similar to the reference
product when a sufficient percentage of biosimilar lot values (e.g., 90%) fall within the QR defined for
that attribute.

In this work, we tested six bevacizumab commercial lots manufactured at different times and
showing at least 1-year residual shelf lives, from two measurements for each lot. To apply the QR
method, and for illustration purposes: (1) we arbitrarily assigned a lot number to each sample (scenario
#1) and (2) the approach proposed by Wang and Chow [24] was used to obtain the between-lot (σ2

BL)
and within-lot variances (σ2

WL), respectively.
Table 2 shows the obtained results for different scenarios. For the obtained variances for scenario #1,

σ2
BL and σ2

WL were 0.15 and 0.59, respectively, σR being 0.86, whereas the mean for the reference product
was 99.46%. The analytical method error expressed as RSD was 0.78% (σWR/µR), the between-lot
variability being 0.38%. Considering these data, the total variability is lower than 1.0%. In scenario #2,
we increased the total variability up to 2.5% (value corresponds to the estimated analytic method error).
The mean content was 99.26%, whereas σ2

BL was similar to those obtained for scenario #1, and σ2
WL

(i.e., analytic method error) was 4.28, approximately 7 times higher in comparison with that estimated
for scenario #1. The total variability total was 2.11%.
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Table 2. Values of the mean and standard deviation for the reference product obtained by the simulation
data set under different scenarios.

Scenario ^
µR

^
σR σBL σWL

#1 99.46 0.86 0.381 0.590
#2 99.26 2.10 0.368 2.069
#3 100.14 1.15 1.075 0.403
#4 100.48 2.33 4.351 0.819

At this point, the analytic method error is within the expected limits (2.5%), whereas the between-lot
variability is lower than 1%. The results indicate that the two main sources of variation are in-control;
even the observed level of variability is close to the capability of the analytic method.

To apply the QR method, it is necessary to fix the x constant value. Recent publications and FDA
presentations specify x values ranging from 2 to 3 to assure that there will be a high percentage (e.g.,
at least 95%) of the test values falling within the QR [25,26]. The FDA recommends a lower X value
for the higher risk quality attribute such as the protein content. To apply this approach, we have
considered the mean content for six lots used in this study as test lot individual values (see Figure 5).
Based on the FDA criteria, a high similarity is demonstrated for both scenarios, since more than 90% of
the data points (all data) for the test product were within the QR of the reference product (Figure 5A).
In principle, the reference product is authorized and should always be biosimilar to itself. The results
confirmed this fact.

In a second step, we analyzed the real data published by Burdick et al. [27] for the protein content
(% of declared content) by RP-HPLC for the US Neupogen and Commercial EP 2006 lots. To apply the
QR method, we used the “sample with replace” function from R-program to obtain the replicates for
each lot [13]. The obtained variances for scenario #3, σ2

BL and σ2
WL, were 1.15 and 0.167, respectively, σR

being 1.15, whereas the mean for the reference product was 100.14% (Table 2). The analytical method
error expressed as RSD was 0.40%, the between-lot variability being 1.15%. Considering these data,
the total variability was slightly higher than 1.0%. In scenario #4, we increased the total variability up
to 2.15% (value published by the author). The mean content was 100.48%, whereas σ2

WL was 0.670 for
scenario #4, and σ2

BL (i.e., lot-to-lot variability) was 4.35, approximately 4 times higher in comparison to
that estimated for scenario #3. The total variability total was 2.32%.
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Figure 5. Results of the QR approach for different scenarios using (A) Bevacizumab and (B) Neupogen data.
The similarity is demonstrated when the µT individual values are within the QR of the reference product.

At this point, the analytic method error is within the expected limits for an HPLC method (2–5%),
whereas the between-lot variability is higher than 2.0%. Based on the FDA criteria, a high similarity is
only demonstrated for scenario #4, since more than 90% of the data points (all data) for the test product
were within the QR of the reference product (Figure 5B).

4. Conclusions

The validity of the proposed method was controlled and verified during routine use, using two
approaches: (1) the “pre-study” validation shows that the method is specific, linear, accurate, precise,
robust, and stability indicating; and (2) the “in-study” validation was verified using control charts,
including quality control samples, to monitor the method parameters. The results indicate that the
method is in control and stable.

The β-tolerance interval approach provides information about the method’s suitability and controls
the risk of incorrect decision-making. For this, the sampling design and level of analytic variability
during the pre-study validation should be controlled in order to take the correct decision. The results
indicate that the method does not meet the requirements of the ATP approach, independently of the
established uncertainty range, but that it fulfills the traditional approach for an uncertainty range of ±2%.

Applying the new FDA recommended approach to the analytic similarity assessment shows that
the selection of reference lots has an impact on the estimation of σR and consequently on the QR,
penalizing good test products. Thus, the result of the biosimilarity tests may not be reproducible.

The two main sources of variability associated with the estimate of σR were analyzed.
The contribution of analytic method uncertainty is known and in-control through the analytic method
validation. However, the between-lot variability of the reference product requires a higher attention and
control by the manufacturer. The presence of a lot with unexpected content may imply rejecting the
biosimilarity test. This will be assessed and discussed in a further work.
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