
processes

Article

Optimization of a Multi-Energy Complementary Distributed
Energy System Based on Comparisons of Two Genetic
Optimization Algorithms

Changrong Liu 1, Hanqing Wang 1,2, Yifang Tang 3,* and Zhiyong Wang 4

����������
�������

Citation: Liu, C.; Wang, H.; Tang, Y.;

Wang, Z. Optimization of a

Multi-Energy Complementary

Distributed Energy System Based on

Comparisons of Two Genetic

Optimization Algorithms. Processes

2021, 9, 1388. https://doi.org/

10.3390/pr9081388

Academic Editor:

Giampaolo Manzolini

Received: 23 June 2021

Accepted: 9 August 2021

Published: 10 August 2021

Publisher’s Note: MDPI stays neutral

with regard to jurisdictional claims in

published maps and institutional affil-

iations.

Copyright: © 2021 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

1 School of Energy Science and Engineering, Central South University, Changsha 410083, China;
liuchangrong@hut.edu.cn (C.L.); hqwang@csuft.edu.cn (H.W.)

2 School of Civil Engineering, Central South University of Forestry and Technology, Changsha 410004, China
3 School of Civil Engineering, Hunan University of Science and Technology, Xiangtan 411201, China
4 School of Civil Engineering, Hunan University of Technology, Zhuzhou 412007, China; wzy@hut.edu.cn
* Correspondence: tangyf@csu.edu.cn

Abstract: The development and utilization of low-carbon energy systems has become a hot topic
of energy research in the international community. The construction of a multi-energy complemen-
tary distributed energy system (MCDES) is researched in this paper. Based on the multi-objective
optimization theory, the planning optimization of an MCDES is studied, and a three-dimensional
objective-optimization model is constructed by considering the constraints of the objective function
and decision variables. Aiming at the optimization problem of building terminals for the MCDES
studied in the paper, two genetic optimization algorithms—Non-Dominated Sorting Genetic Algo-
rithm II (NSGA-II) and Non-Dominated Sorting Genetic Algorithm III (NSGA-III)—are used for
calculation based on an example analysis. The constraint conditions of practical problems were
added to the existing algorithms. Combined with the comparison of the solution quality and the
optimal compromise solution of the two algorithms, a multi-decision method is proposed to obtain
the optimal solution based on the Pareto optimal frontier of the two algorithms. Finally, the optimal
decision scheme of the example is determined and the effectiveness and reliability of the optimization
model are verified. Under the application of the MCDES optimization model studied in this paper,
the iteration speed and hypervolume index of NSGA-III are found to be better than those of NSGA-II.
The values of the life cycle cost and life cycle carbon emission objectives after the optimization of
NSGA-III are indicated as 2% and 14% lower, respectively, than those of NSGA-II. The primary
energy efficiency of NSGA-III is shown to be 20% higher than that of NSGA-II. According to the
optimal decision, the energy operation strategies of the example MCDES with each typical day in the
four seasons indicate that good integrated energy application and low-carbon operation performance
are shown during the four-seasons operation process. The consumption of renewable energy is
significant, which effectively reduces the application of high-grade energy. Thus, the theoretical
guidance and engineering application reference are provided for MCDES design planning and
operation optimization.

Keywords: multi-energy complementary distributed energy system; low carbon; multi-objective
optimization; genetic optimization algorithm

1. Introduction

An MCDES, which is formed by the organic coordination and optimization of energy
generation, transmission, distribution, conversion, storage, and consumption, is an inte-
grated system with energy production, supply, and marketing. It is composed of basic
units such as supply side, conversion side, and demand side. Many kinds of energy such
as power, gas, and renewable energy in the supply side, are transformed into the energy
directly consumed by users in the demand side through the technical transformation of the
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conversion side. A green, efficient, and stable MCDES is considered to be the main bearing
form of future social energy.

In terms of improving the comprehensive energy efficiency, the effective utilization of
renewable energy and energy storage equipment can make an MCDES give full play to the
advantages of different energy coupling and complementary approaches. Emara et al. [1],
based on photovoltaic modules and battery energy storage systems, proposed the enhanced
operation control strategy of a DC microgrid system under two different operation modes:
standalone, and grid-connected. Six different scenarios of the system were simulated. The
results show that the photovoltaic power generation is changed by changing the irradiance
level. The new control strategy enables the photovoltaic power generation system to
achieve maximum power generation in the microgrid through different technologies. The
battery reduces the voltage spikes and has strong load adaptability by introducing stable
operation and adjustable DC voltage, and further achieves the flexibility and reliability
of electricity by balancing power demand and power generation. Ali et al. [2] pointed
out that the efficiency of a photovoltaic system is the key index by which to evaluate the
performance of photovoltaic grid-connected power generation systems, where the MPPT
performance is the key to the efficiency of the photovoltaic system. In order to improve
the accuracy and convergence speed of conventional MPPT under a fixed-step-size INC,
an MPPT method based on a fuzzy logic algorithm was proposed. Ali Eman et al. [3]
proposed a two-stage renewable energy penetration (RES) optimization planning method
for the when a high RES caused by uncertain factors such as climate deteriorates the
performance and safety of the distribution system significantly. It is pointed out that,
when using the multi-objective cat swarm algorithm as a solution, the voltage variation
depends not only on the penetration level of renewable energy, but also on the location
of the distributed generation unit. By considering the different strategies of RES in radial
distribution systems and the influence of uncertainty on the distribution network voltage,
the RES in an unbalanced distribution network is improved.

Because energy production and transmission equipment has a long service life in
the energy industry, the carbon emission intensity will be determined by the planning
scheme for a long time in the future. Once a certain initial state is determined, it will cause
a long-term impact such as a carbon lock-in effect [4]. Therefore, under the perspective
of low-carbon economy, and from the perspective of energy production, it is necessary to
control the source so as to reduce the carbon emissions of the system in order to promote
the output of renewable energy, such as hydro power, wind power, or photovoltaic power.
Study of the optimization of MCDES systems is very important for social significance and
engineering applications.

Currently, the studies on the optimization of MCDES system planning, structure, or
configuration are generally divided into three aspects: energy grid optimization planning;
renewable energy ratio, type selection, and capacity planning; and energy storage type and
capacity planning [5–8]. The optimization objectives are focused on economy, reliability,
and environmental protection, etc. [9–12]. Jing et al. [13], based on environmental protection
and economy, optimized the capacity design of a distributed integrated energy system
with photovoltaic power generation by considering the carbon emissions and investment
recovery period. Mehleri et al. [14] designed an MCDES based on home cooling and heating
load by using a mixed-integer linear programming method, and optimized it to determine
the main equipment types and installed capacity of the system. Huang et al. [15] simplified
the multi-energy system planning problem as a mixed-integer linear programming problem
by constructing a hierarchical linear energy hub model and adopting a DC power flow
model and piecewise linear gas network model. Bahramirads [16] constructed the optimal
configuration model of the storage system based on the stability of the whole micro energy
network. Jayasekara et al. [17] used a two-stage particle swarm optimization algorithm to
study the optimal capacity configuration of equipment by taking the minimum annual total
cost as the optimization objective. Salimi et al. [18] solved the system capacity allocation
problem by establishing a multi-energy system unit with cooling, heating, and power.
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Lin et al. [19], considering the power interaction between multi-microgrid systems, took
the total annual cost and the lowest operating cost of the system as the optimization
objectives to solve the selection and sizing of multi-microgrid equipment. Pelet et al. [20]
used the multi-objective optimization method to carry out system simulation by taking
into account various factors—including resources, demand, energy, emissions, and costs—
comprehensively, while the optimal allocation was simulated. Chang [21] proposed that
the two-stage planning model can be used in multi-energy flow system planning; in the
first stage, the optimization of the system structure can be completed by the target genetic
algorithm; in the second stage, the solution of the optimal operation of the system can be
realized by the mixed-integer programming method, and the construction of the nonlinear
model can also be realized, including the P2G device and the CHP unit; after linearization,
the optimization of the system is completed.

MCDESs have characteristics such as complex structure, involving multiple energy
networks, large timescale gap, and strong uncertainty. Hence, the associated planning and
configuration problems are much more complex than those of traditional energy systems.
Therefore, the system planning optimization is a typical multi-objective optimization
problem. Among many methods for solving multi-objective optimization problems, the
multi-objective optimization strategy based on genetic algorithms has been widely used in
various fields. Multi-objective evolutionary algorithms (MOEAs) have good effectiveness;
they are global heuristic probability optimization search algorithms developed on the basis
of genetic algorithms; their non-dominated sorting genetic algorithm (NSGA) series is
widely used in multidimensional optimization applications. In 1995, Deb et al. proposed
the NSGA for high-dimensional multi-objective problems that are difficult to solve via
genetic algorithm; then, the improved NSGA-II to improve the speed of solution was
proposed in 2002; the NSGA-III, with a reference point selection mechanism to improve
the solution effect of multi-objective problems, so as to make up for the deficiency of
convergence of the NSGA-II for crowding operator, was proposed in 2014 [22–24].

NSGA-II, as a relatively mature method that became a benchmark algorithm for op-
timizing the performance comparison of other multi-objective optimization algorithms,
has been widely used. It has high solving efficiency, and can obtain multiple high-quality
solutions in one calculation. As a new method for solving multi-objective optimization
problems, NSGA-III has achieved good results in solving high-dimensional multi-objective
optimization problems with a large number of objectives [24–26]; it has certain advantages
in improving operation efficiency, increasing the diversity of solution space, and reduc-
ing computational complexity, which can effectively compensate for the shortcomings
of other optimization algorithms. However, there are few studies on the application of
NSGA-III in solving the multi-objective optimization problem of multi-energy systems at
present. NSGA-III is proposed based on NSGA-II, and is superior to NSGA-II in terms
of convergence speed and diversity, but different algorithms for constrained problems in
practical applications will show different optimization performance due to the algorithm
proposed on a simple test function [27]. When dealing with practical problems with com-
plex constraints, it is very meaningful to consider the comparison of different algorithms
for quantitative analysis, and find different measures for the frontier of non-dominated
solutions [28–30].

Overall, a multi-objective programming optimization approach to the construction
terminal of an MCDES is studied in this paper. Through example optimization, NSGA-
II and NSGA-III are used to optimize the calculation. The novelty of this work is that,
in view of the actual problems studied, the problem constraints are expanded in the
existing algorithms. Combined with the comparison of the quality of the solution and the
optimal compromise solution of the two algorithms, a multiple decision-making method
based on the Pareto optimal frontier of the two algorithms is proposed for obtaining the
optimal solution. Thus, the final decision scheme of the system design optimization is
comprehensively determined.
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2. Optimization Modeling and Methods
2.1. Mathematical Modeling

The basic energy supply equipment of the MCDES studied in this paper includes:
photovoltaic (PV) power supply equipment; solar energy collector (SC), gas boiler (GB),
ground-source heat pump (GSHP), and air-source heat pump (ASHP) as heating/cooling
equipment; energy hub (EH) with electric energy storage (ES) and heat storage (HS) as
energy storage equipment; and heat exchange (HE) as heat exchange equipment.

The energy supply form is shown in Figure 1.

Figure 1. MCDES energy chain.

(1) Photovoltaic Power Generation (PV)

The output power of PV systems is generally related to the solar radiation intensity
and outdoor environment temperature. The influence of solar radiation intensity is only
considered in the modeling. Due to the small variation range of temperature in a day,
the influence of air temperature is ignored. Therefore, the predicted output power of
PV depends on the area of the photovoltaic panels, light radiation intensity, and energy
conversion efficiency of the photovoltaic panels. The expression under variable working
conditions can be written as follows [31]:

PPV.out(t) = G(t)SPVηPV(t) (1)

where PPV.out(t) is the forecast output of PV at time t (kW); G(t) is the solar radiation
intensity at time t (W/m2); and SPV is the installation area for photovoltaic panels (m2).

ηPV(t) is the power generation efficiency of photovoltaic panels at time t, and its
variable condition expression can be written as:

ηPV(t) = α1[(
G(t)
G0

)
α2

+ α3(
G(t)
G0

)][1 + α4(
T
T0

) + α5(
A
A0

)] (2)

where α1,α2,α3,α4, and α5 are all constants, equal to 0.28204, 0.39668, −0.44730, −0.092864,
and 0.016010 respectively; G0 is the solar radiation intensity under standard test conditions,
equal to 1000 W/m2; T is the outdoor environment temperature (◦C); T0 is the outdoor
environment temperature under standard test conditions, equal to 25 ◦C; A is the air mass
(kg); and A0 is the air mass under standard test conditions, equal to 1.5 kg.
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(2) Solar Energy Collector (SC)

The flat-panel solar collector absorbs solar energy through the heat absorption device
and converts it into heat energy for utilization. This is the most basic type of SC, with
the advantages of simple structure, low cost, and reliable operation. It is also the most
widely used solar energy absorption and utilization device, with more than 90% of market
share. The efficiency is related to solar radiation and the parameters of the collector
itself [32,33]. Considering the variable working conditions, the predictive output formula
can be expressed as:

PSC.out(t) = G(t)SSCηSC(t) (3)

where PSC.out(t) is the SC output power at time t (kW); G(t) is the solar radiation intensity
at time t (W/m2); and SSC is the installation area of photovoltaic panels (m2).

ηSC(t) is the energy conversion efficiency of the SC, and its variable condition expres-
sion can be written as:

ηSC(t) = ϕωk− φU(Tin − T)
G(t)

(4)

where ϕ is the heat transfer factor; ω is the transmittance; k is the absorption rate; U
is the heat loss efficiency of the endothermic plate (W/m2·◦C); Tin is the collector inlet
temperature (◦C); and T is the outdoor environment temperature (◦C).

(3) Gas Boiler (GB)

A GB with relatively stable working characteristics is a kind of unit equipment with
coupling conversion between gas and heat flow to meet the demand of heat load by
consuming natural gas. The heat generated is related to the efficiency of the boiler. Under
the influence of the change of the unit conversion efficiency over time, the mathematical
model expression can be written as [34]:

Ph
GB.out(t) = Pg

GB.in(t)ηGB (5)

Hh
GB(t) = Ph

GB.out(t)∆t (6)

where Pg
GB.in(t), Ph

GB.out(t), and Hh
GB(t) are consumption of natural gas power, output heat

power, and output heat value of the GB, respectively, at time t (kW); ηGB is the thermal
efficiency of the GB; while ∆t is the scheduling time.

(4) Ground-Source Heat Pump (GSHP)

GSHPs, which can provide winter heating and summer cooling, generally use a
shallow geothermal heat source. Through flowing in a closed underground pipe formed as
water or antifreeze and other intermediate heat transfer media with water, they absorbs low-
temperature heat energy from the environment or release heat energy to the environment to
output several times more heat/cold energy than their own power consumption. Therefore,
heat exchange with the soil will be achieved to reduce the fossil energy consumption
effectively. However, the working time mode is usually limited in terms of reducing the
damage caused by the system to the environmental energy balance. The output power of
the GSHP depends on the performance coefficient and load condition; its variable condition
characteristics can be described as follows [35]:

1© Heat supply under heating condition:

Hh
GSHP(t) = Ph

GSHP(t)η
h
GSHP(t)XGSHP(t) (7)

where Hh
GSHP(t) and Ph

GSHP(t) are the heat supply and the total input power of the heating
condition of the GSHP, respectively, at time t (kW); ηh

GSHP(t) is the heating coefficient of
the GSHP at time t; and Xh

GSHP(t) is the 0–1 variable of the running state at time t, taking 1
as the running state and 0 as the shutdown state.
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2© Cooling capacity under refrigeration condition:

Hc
GSHP(t) = Pc

GSHP(t)η
c
GSHP(t)XGSHP(t) (8)

where Hc
GSHP(t) and Pc

GSHP(t) are the cooling capacity and the total input power of the re-
frigeration condition of the GSHP, respectively, at time t (kW); ηc

GSHP(t) is the refrigeration
coefficient of the GSHP at time t; and X

GSHP
(t) is the 0–1 variable of the running state at

time t, taking 1 as the running state and 0 as the shutdown state.

(5) Air-Source Heat Pump (ASHP)

The ASHP is basically similar to the GSHP, and the difference is that the energy sources
are different. An ASHP uses air as the energy source for heating or cooling. Its variable
condition characteristics can be described as:

1© Heat supply under heating condition:

Hh
ASHP(t) = Ph

ASHP(t)η
h
ASHP(t)XASHP(t) (9)

where Hh
ASHP(t) and Ph

ASHP(t) are the heat supply and the total input power of the heating
condition of the ASHP, respectively, at time t (kW); ηh

ASHP(t) is the heating coefficient of
the ASHP at time t; and XASHP(t) is the 0–1 variable of the running state at time t, taking 1
as the running state and 0 as the shutdown state.

2© Cooling capacity under refrigeration condition:

Hc
ASHP(t) = Pc

ASHP(t)η
c
ASHP(t)XASHP(t) (10)

where Hc
ASHP(t) and Pc

ASHP(t) are the cooling capacity and the total input power of the re-
frigeration condition of the GSHP, respectively, at time t (kW); ηc

ASHP(t) is the refrigeration
coefficient of the GSHP at time t; and X

ASHP
(t) is the 0–1 variable of the running state at

time t, taking 1 as the running state and 0 as the shutdown state.

(6) Electric Energy Storage (ES)

The indicators of ES equipment include equipment capacity, state of charge, and
ratio of charge/discharge. The charge state of the battery is a parameter that reflects
the proportion of the battery’s remaining power in the total capacity. Generally, for the
battery’s safe operation, the state of charge (SOC) and state of health (SOH) estimations are
essential [36]. The battery model is constructed by the relationship with the charging and
discharging power and capacity of the battery. Then, the mathematical expression can be
written as [36,37]:

SOCES(t)WES = (1− δES)SOCES(t− 1)WES + [Pin
ES(t) ∗ ηin

ES −
Pout

ES (t)
ηout

ES
]∆t (11)

where SOCES(t) and SOCES(t− 1) are the equipment charge rate at times t and t−1, re-
spectively; WES is the equipment’s rated capacity (kW); Pin

ES(t) and Pout
ES (t) are the charging

and discharging power of the ES equipment, respectively, at time t (kW); ηin
ES and ηout

ES are
the charging and discharging efficiency, respectively, at time t; δES is the filling loss rate;
and ∆t is the optimized time of the scheduling simulation step, equal to 24 h.

(7) Heat Storage (HS)

Heat storage technology is generally divided into sensible heat storage and phase-
change heat storage. Similar to the energy storage battery, the heat storage state of the
HS system, charging and discharging heat power, and heat storage capacity model can be
expressed as [37]:

SOCHS(t)WHS = (1− δHS)SOCHS(t− 1)WHS + [Pin
HS(t) ∗ ηin

HS −
Pout

HS (t)
ηout

HS
]∆t (12)
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where SOCHS(t) and SOCHS(t − 1) are the equipment charge rate at times t and t−1,
respectively; WES is the ES equipment’s rated capacity (kW); Pin

HS(t) and Pout
HS (t) are the

charging and discharging power of the HS equipment, respectively, at time t (kW); ηin
HS

and ηout
HS are the charging and discharging efficiency of the HS equipment, respectively, at

time t; and δHS is the heat loss rate.

2.2. Optimization Objectives and Constraints

The life cycle cost, life cycle carbon emissions, and system primary energy utilization
are taken as the optimization objectives to optimize the MCDES planning in the paper. The
optimization model is expressed as follows: minFi(x) = ( f1(x), f2(x),− f3(x))T

s.t gi(x) ≤ 0 i = 1, 2, 3
s.t hj(x) = 0 j = 1, 2, 3

(13)

2.2.1. Optimization Objectives

(1) Economical Objective

Because the MCDES studied in this paper is a terminal multi-energy system, only
the cost factor is considered for the economic evaluation, without the benefit factor being
considered. The life cycle cost is used for the index, and is converted to the equivalent
annual cost. The minimum equivalent annual cost is taken as the economic optimization
goal; it includes the initial investment cost in the investment period, the operation and
maintenance costs in the operation stage, the multiple replacement cost in the life cycle
caused by the short life cycle of energy storage equipment, and the residual cost of some
equipment eliminated at the end of the system.

The expression is:

F1 = Ceav = 1.3Ceq +
Nt

∑
t=1

[C f (t) + Cm(t)] + CEH.rep − CRV (14)

where Ceav is the total cost of the system life cycle (CNY); Ceq is the investment cost
for the system equipment (CNY); C f (t) represents the system operating costs at time t
(CNY); Cm(t) is the system maintenance cost at time t (CNY); CEH.rep represents the EH
replacement costs (CNY); CRV is the total residual value for device i at the end of the
planning cycle (CNY); and Nt is the system planning period, equal to 20 years.

In order to simplify the calculation, the input cost of the MCDES auxiliary system is
calculated as 30% of the total initial input cost of the system [38].

(2) Environmental Objective

The primary energy consumption of the MCDES comes from natural gas and elec-
tricity. The greenhouse gas emitted is CO2. Considering the promotion of ecological
environmental protection along with energy conservation and emission reduction, CO2
emissions released by natural gas and electricity are used as the evaluation index for
environmental impact. The minimum total carbon emissions of the system are taken as
the environmental protection optimization goal. The specific expression formula can be
written as follows:

F2 =
Nt

∑
t=1

ECO2 (15)

where ECO2 represents the total system carbon emissions for its life cycle (kg).

(3) Energy Efficiency Objective

The primary energy utilization is adopted to evaluate energy consumption in the text,
where the primary energy includes natural gas, grid power, and renewable resources calcu-
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lated as zero. Considering the consistency of the optimization direction in the optimization
function, it can be expressed as:

F3 = −PER(t) (16)

where PER(t) is the system’s primary energy utilization at time t.

2.2.2. Constraint Conditions

Certain constraints should be met while the decision variables are optimized in pro-
cessing. Constraints including equipment capacity constraint, equipment output constraint,
energy balance constraint, and energy storage constraint are considered in the text.

(1) Constraint of Equipment Capacity

The installation capacity of each piece of equipment in the system is affected by
available resources, installation site, and technology. The equipment capacity constraint is
shown as follows:

Wi.min ≤Wi ≤Wi.max (17)

where Wi is the installation capacity of device i (kW); while Wi.max and Wi.min are the upper
and lower limits of the installation capacity of device I, respectively (kW).

(2) Constraint of Equipment Power

For reducing the difficulty of solving the problem, the constant efficiency assumption
is adopted. When modeling, it is assumed that the operation efficiency of the equipment in
a given interval is constant, and when the equipment’s efficiency is lower than the lower
limit of the given output interval, it is disabled [39].

βi.minWi ≤ Pi.out(t) ≤ βi.maxWi (18)

where βi.min and βi.max are the minimum and maximum load rates allowed for device i,
equal to 0.2 and 1.0, respectively; and Pi.out(t) is the output power of device i at time t (kW).

(3) Constraint of Cooling, Heating, and Power Balance

1© Power balance:

PPV.out(t) + Pe(t) + Pout
ES (t) = PGSHP(t)XGSHP + PASHP(t)XASHP + Pin

ES(t) + Peb(t) (19)

2© Heating balance:

Hh
GSHP(t)XGSHP + Hh

ASHP(t)XASHP + Hh
GB(t) + PSC.out(t) + Pout

HS (t) = Pah(t) + Phw(t) + Pin
HS(t) (20)

3© Cooling balance:

Hc
ASHP(t)XASHP + Hc

GSHP(t)XGSHP = Pac(t) (21)

(4) Constraint of EH

In addition to the formula charge constraints (i.e., Equations (11) and (12)), the con-
straints of energy storage charge and discharge rate, non-simultaneous charge and dis-
charge, and energy storage charge and discharge stability should also be considered.

1©Maximum power or heat constraint of charge and discharge:

0 ≤ Pin
EH(t) ≤ XEHυinWEH (22)

0 ≤ Pout
EH(t) ≤ XEHυoutWEH (23)

2© Complementarity constraints
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Taking into account that energy storage can only be charged or discharged at the same
time, complementary constraints should be considered:

Pin
EH(t) ∗ Pout

EH(t) = 0 (24)

3© Scheduling stability constraint:

SOCEH(t + T) = SOCEH(t) (25)

where υin and υout are the charging and discharging rate of the EH, respectively, both equal
to 0.2; and T is the scheduling time, equal to 1 h.

2.3. Description of the Optimization Methods
2.3.1. NSGA-II

NSGA-II is applied in many fields, and is one of the most popular multi-objective
optimization algorithms in intelligent optimization—an elitist non-dominated sorting
genetic algorithm with an elite mechanism. The solution process is shown in Figure 2.

Figure 2. Calculation flowchart of NSGA-II.

2.3.2. NSGA-III

NSGA-III introduces a reference point selection mechanism to replace the crowding
distance in NSGA-II, which enhances the diversity distribution of Pareto solutions so as to
retain the non-dominated individuals belonging close to the reference point. The algorithm
solution process is shown in Figure 3:

2.3.3. Comprehensive Evaluation of TOPSIS and Entropy Weight

In order to objectively obtain the weight of each objective in the non-dominated
solution to determine the optimal solution of optimization, TOPSIS and entropy weight can
be combined to conduct comprehensive evaluation by using their respective characteristics.

The solving process is shown in Figure 4:
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Figure 3. Calculation flowchart of NSGA-III.

Figure 4. TOPSIS and entropy weight comprehensive decision method.
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2.3.4. Quality Evaluation Method of Optimization Solution

Generally, when conducting multi-objective optimization, it is necessary to evaluate
the quality of the optimization results of the algorithm, which can be used to compare the
performance of different algorithms, or to determine the quality of the solution and the
advantages of the algorithm. Common evaluation indexes include generational distance
(GD), inverted generational distance (IGD), hypervolume (HV), C-metric, maximum spread
(MS), spacing metric (SM), and center distance (CD) [40–42]. These indexes have different
evaluation criteria to evaluate the convergence and universality of the solution set. Among
them, HV is the only known one-dimensional index, and the only known index consistent
with the concept of Pareto dominance that can be used to evaluate the comprehensive
index of convergence and the diversity of the solution set [43]; it can be used to evaluate
the quality of a solution set by the degree of closeness between the solution and the optimal
set. The distribution of the solution in the target space will be obtained to some extent [44].

HV is used to evaluate the comprehensive quality of the optimization calculation
results in this paper. The larger the HV value, the better the comprehensive performance
of the algorithm. The selection of reference points plays a decisive role in the accuracy of
HV calculation. When evaluating the same solution set, different calculation results will be
obtained with different reference points selected. If A is the Pareto non-dominated solution
set, the hypervolume of set A can be expressed as [45,46]:

S(A) := µ( ∪
a∈A
{y ∈ Y : are f ≺ y ≺ a}) (26)

where µ represents the Lebesgue measure used to measure volume; while are f represents
the reference point.

2.3.5. Objective Normalization

In practical multi-objective optimization problems, the objective function often has
different dimensions or units of a different order of magnitude. In order to avoid the
singular sample data or the inability to converge in the optimization calculation, it is
necessary to convert these objective data into the data with the same dimension or the
same order of magnitude, so that they can carry out mathematical operations with one
another. The data normalization method—including the linear, logarithmic, and inverse
cotangent function method—is often adopted to solve the problem.

(1) Normalization of Objective Function

In this paper, the linear function method is used to transform the target data into the
interval dimensionless data as 0 to 1. The normalized expression is:

Fi(x) = ( fi(x)− fmin(x))/( fmax(x)− fmin(x)) (i = 1, 2, 3) (27)

where Fi(x) is the normalized target value; fmin(x) is the lower limit of target i; and fmax(x)
is the upper limit of target i.

(2) Fitness Function

After normalization, it is necessary to construct a fitness function to verify the sta-
bility of the normalization model by weighting an objective. The optimization of this
section includes three objectives, with each weight as 1/3. Thus, the specific expression is
as follows:

f itness(x) = (F1(x) + F2(x) + F3(x))/3 (28)

3. Optimization Example
3.1. Project Profile

The example selected in this paper is an energy-saving demonstration center swim-
ming pool. The building area is 1143.20 square meters and the building height is 6.61 m.
The average pool water depth is 1.2 m. The water length is 30 m from east to west, and 15 m
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from north to south. The maximum area of the solar photovoltaic panels and flat-panel
solar collectors is 372 m2, and the maximum capacity of the ground-source heat pump is
200 kW. On the basis of fully considering the actual social and environmental factors—such
as the load demand of the swimming pool, the surrounding available energy resource con-
ditions, the local climate characteristics, and the size of the installation site—and through
the comparative analysis of the schemes, it is determined that solar energy, geothermal
energy, air energy, natural gas, and power grid electricity purchase comprise the energy
sources, while photovoltaic panels, flat-panel solar collectors, ground-source heat pumps,
air-source heat pumps, gas boilers, batteries, hot water storage tanks, plate heat exchangers,
and other equipment are jointly used to meet the electricity load, air conditioning cooling
load, air conditioning heat load, and hot water load demands.

3.2. Meteorological Parameters and Load Demand

The local meteorological conditions need to be considered in the optimization process.
Based on the meteorological data released by the National Meteorological Data Network,
the annual hourly solar radiation intensity and annual hourly temperature of Changsha
City were obtained, as shown in Figures 5 and 6, respectively [47]. It can be shown that the
average solar radiation intensity in Changsha is 81 W/m2, the annual total sunshine hours
are 1636 h, and the solar guarantee rate is ≤ 40%. However, in general, there is a certain
level of solar radiation intensity in all seasons, and the total radiation intensity in summer
is higher. The annual average temperature is ~17 ◦C, and the relative temperature is higher
in summer and autumn.

Before the optimization work was carried out, the related load of the swimming pool
was predicted, and the specific characteristics are shown in Figures 7–10. The maximum
total cooling load of the swimming pool in summer is 74.40 kW, and the maximum total
heat load in winter is 122.80 kW. Due to indoor air conditioning during the pool water
heating time, the pool water temperature is effectively considered to be constant. Thus, the
load for maintaining the pool water at a constant temperature can be deemed to be stable
hourly, with an average value of 94.73 kW.

Figure 5. Annual hourly solar radiation intensity.
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Figure 6. Annual hourly outdoor temperature.

Figure 7. Annual hourly air conditioning heat load.
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Figure 8. Annual hourly air conditioning cooling load.

Figure 9. Annual hourly hot water load.
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Figure 10. Annual hourly electricity load.

3.3. Example Computation Parameter

The example analysis is based on the relevant basic data shown in Tables 1 and 2,
which provide the unit price of optional system equipment capacity, maintenance cost
coefficient, and equipment life cycle.

Table 1. Equipment data.

Equipment Unit Price
(CNY/m2)

Maintenance Cost
Coefficient (CNY/kWh) Life Cycle (Year)

PV 2500 0.015 15.0
GB 900 0.003 20.0
SC 1600 0.03 30.0

GSHP 3000 0.01 20.0
ASHP 1200 0.02 20.0

HE 220 0.002 20.0
ES 1950 0.0026 15.0
HS 1000 0.013 20.0

Table 2. Parameters of ES and HS.

Types Charge
Efficiency

Discharge
Efficiency

Discharge
Rate Loss Rate Unit Replacement

Cost

Lead storage
battery 0.95 0.95 0.2 0.001 200 CNY/kWh

Heat storage
tank 0.90 0.90 0.2 0.01 150 CNY/kWh

The electricity purchase price adopts the peak–valley electricity price, while the gas
purchase cost adopts the municipal gas price in Changsha [48,49], as shown in Figure 11.
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Figure 11. Peak–valley electricity price and gas price.

3.4. Optimization Parameter Setting
3.4.1. Population Number

Before calculating, the relevant optimized parameters need to be set; the first step is
population initialization. The individuals in the initial population are the initial values of
the optimization, and the selection of these individuals affects the convergence behavior,
because if the initial population is improved, the probability of finding the global minimum
can be increased, and the variance of the solution can be reduced [50,51]. Therefore, in
order to reasonably select the population number, this paper refers to the method described
in [52]: through 500 iterations carried out for population sizes of 100, 150, 200, 250, 300, and
350, and the mean values of 30 independent operation experiments taken, the HV index
and iteration time of the corresponding population number can be obtained. By comparing
the changes in the average HV index and the average iteration time with the population
(shown in Figure 12), the population size used in the calculation can be determined.

Figure 12. Effects of different population sizes on HV and iteration time.

As can be seen from the diagram, when the example model is optimized, with the
increase in the population size, the HV index value shows an upward trend—that is, the
greater the population size, the better the quality of the solution. However, with the
increase in the population size, the HV may fluctuate slightly. The iteration time increases
rapidly with the increase in the population size, and too large a population will lead to
too long a running time. Thus, the population size N = 200 was selected to carry out the
optimization calculation in this study.
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3.4.2. Other Parameters

Through repeated experiments, the number of iterations (G) is finally selected 1200 times
by considering the stability of each evaluation index in the iteration process. The probability of
population crossover during evolution is 0.9. The probability of population variation during
evolution is 0.1. The distribution index of the crossover operator is 20. The distribution index
of the mutation operator is 20. Additionally, in order to avoid incomprehension, the upper
and lower limits of the decision variables are set. The lower limit is zero for all of them. The
sum of the installation area of the photovoltaic panels and solar collectors does not exceed
372 m2 due to the limited site. The upper limit of the ground-source heat pump is also set to
200 kW due to the limited site. Taking into account the actual demand, other equipment is set
to a large upper limit, according to the calculation needs.

4. Results and Discussions
4.1. Optimization Results of NSGA-II
4.1.1. Pareto Optimal Front

A specific initialization method cannot be used by the intelligent optimization algo-
rithm while initializing. Most of the decision variables of the initial population generated
by randomness uniformly cover all regions of the search space [53]. Therefore, it is not
authoritative to analyze the results only once optimization has been carried out. NSGA-II
had to be carried out in 10 independent experiments in the paper in order to provide
more reasonable optimization results and minimize the impact of randomness. In view of
the layout, only the Pareto optimal fronts obtained from the previous nine optimization
calculations were compared, as shown in Figure 13.

Figure 13. The Pareto fronts obtained via NSGA-II.
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It can be seen that the Pareto optimal front distribution, obtained by using the same
calculation parameters and models to optimize the example many times, is different for
each optimization calculation. First of all, for three-dimensional objectives, the Pareto
optimal front is usually a hypersurface, but the three-objective optimization results of
the example tend to be close to the three-dimensional curve after many iterations; this
is because, in principle, the objectives of intelligent optimization calculation should be
mutually contradictory. However, some objectives are not completely contradictory in
practice, such as the cost objective and energy efficiency objective in the example, causing
the partial degradation of the solution in the optimization process and leading to the Pareto
three-dimensional surface forming close to the three-dimensional curve. Secondly, the time
consumed in completing 1200 iterations is also very different, which is also caused by the
initial population generated by randomness.

4.1.2. Quality Evaluation of Pareto Solutions

HV index and fitness function are used to evaluate the Pareto solution set of optimiza-
tion calculations. Based on the optimization results of 10 iterations, the overall trend and
value of the two indicators are basically the same. Thus, a group of graphs of evaluation
indicators changing with the number of iterations are randomly selected for illustration.
The changes in the two indicators are shown in Figure 14. It can be seen that HV increases
with the increase in iteration times, and is relatively stable after 800 iterations, which proves
that the solution has good quality and uniform distribution. The good convergence of
the solution is proved according to the relative stable fitness function after 1000 iterations.
NSGA-II can obtain a good optimal solution set when applied to the example in the text.

Figure 14. HV index and fitness function change with iteration times.

4.1.3. Objective Weight Analysis

The entropy weight method was used to weight each optimization objective in the
Pareto non-dominated solution set of 10 iterations. The weighting results are shown in
Figure 15. It can be seen that the relative weight of environmental protection objectives is
the largest, with an average of 0.59. The relative weights of economic and energy efficiency
objectives are approximated, with average values of 0.21 and 0.20, respectively. Economic
goals and environmental goals have the characteristics of a mutual game, and the weight
of energy efficiency goals is relatively stable. In practical engineering applications, a
certain subjective weighting can be carried out according to the need to participate in
decision-making.
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Figure 15. Objective weight comparison of NSGA-II.

4.1.4. Pareto Optimal Solutions

Using a comprehensive decision method with TOPSIS and entropy weight, the Pareto
optimal frontiers of 10 iterations were evaluated and sorted in order to determine the Pareto
optimal solutions of each optimization, as listed in Table 3. The comparison shows that the
values of objective function and HV index obtained by each optimization are different, and
that the ratios between the maximum and minimum values of the three objectives are 1.5,
1.2, and 1.22, respectively.

Table 3. Pareto optimal solutions of the NSGA-II algorithm for different optimization.

No. Economy (CNY) Environment (kg) Energy Efficiency HV

1 2,754,550 1,939,800 6.67 0.6072
2 2,730,050 1,989,520 6.50 0.6012
3 2,633,940 1,795,120 7.26 0.6519
4 2,822,240 2,120,480 6.06 0.5744
5 2,837,010 2,119,480 6.06 0.5709
6 2,763,860 1,952,200 6.65 0.6053
7 2,814,680 2,048,480 6.29 0.5822
8 2,588,580 1,761,360 7.41 0.6618
9 2,753,010 1,966,520 6.58 0.6215

10 1,881,010 2,029,160 6.36 0.5927

4.2. Optimization Results of NSGA-III
4.2.1. Pareto Optimal Front

Just as with NSGA-II, 10 independent experiments using the NSGA-III algorithm
were also conducted, and the Pareto fronts obtained by 9 optimization calculations are
shown in Figure 16. Compared with the results of NSGA-II in Figure 13, it can be revealed
that NSGA-III also shows different Pareto fronts due to the randomness of initialization,
but the stability of the calculation model is relatively good due to the relatively stable
optimization calculation time. It should be further explained that the difference between
the forward solutions shown in the figure of NSGA-III is greater than that of NSGA-II
due to the randomness of initialization. It should be noted that the optimal solution of
NSGA-III algorithm is greatly affected by the randomness of initialization, and that the
algorithm has better selection ability than the NSGA-II algorithm in this case.
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Figure 16. Pareto fronts optimized by the NSGA-III algorithm.

4.2.2. Quality Evaluation of Pareto Solutions

Just as with NSGA-II, the quality of the Pareto solutions for NSGA-III was also
evaluated by HV index and fitness function, as shown in Figure 17. The convergence of the
solution is proven to be good by the relatively stable fitness function after 800 iterations.
Thus, the NSGA-III algorithm can also obtain a better optimal solution set when applied to
the example in this study.

Figure 17. HV index and fitness change with iteration times.
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4.2.3. Objective Weight Analysis

Figure 18 shows the Pareto solution weighting result of the NSGA-III algorithm. The
relative weight of the environmental protection objective is the largest, and its average
weight is 0.72. The average weight of the energy efficiency objective is slightly larger than
that of the economic objective, with values of 0.18 and 0.10, respectively.

Figure 18. Objective weight comparison of NSGA-III.

4.2.4. Pareto Optimal Solutions

The Pareto non-dominated solutions of 10 optimization calculations corresponding to
NSGA-III were obtained via TOPSIS and entropy weight, as shown in Table 4.

Table 4. Pareto optimal solutions of the NSGA-III algorithm for different optimizations.

No. Economy (CNY) Environment (kg) Energy Efficiency HV

1 2,472,380 1,523,400 8.88 0.7559
2 2,437,870 1,511,920 8.96 0.7217
3 2,429,190 1,513,000 8.96 0.7228
4 2,427,650 1,511,800 8.96 0.7198
5 2,495,830 1,517,800 8.92 0.7682
6 2,440,460 1,512,640 8.96 0.7215
7 2,465,870 1,518,840 8.92 0.7627
8 2,442,490 1,059,360 8.98 0.7186
9 2,418,620 1,512,360 8.96 0.7215

10 2,447,740 1,512,440 8.96 0.7175

4.3. Comparison of Results and Final Optimization Decision
4.3.1. Comparison of Algorithm Performance

The comparisons of HV index and optimization time between the NSGA-II and NSGA-
III algorithms after 10 iterations are shown in Figure 19. For the example, the NSGA-III
algorithm was better than the NSGA-II algorithm in these two aspects.
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Figure 19. Performance comparison between NSGA-II and NSGA-III.

4.3.2. Final Decision

The unique optimal solution of the example needs to be obtained through re-decision
because it is necessary to obtain the unique solution rather than the solution set in practical
engineering applications. The determination of the optimal solution of this example is
based on the optimal solution set of 10 independent experiments optimized by the two
algorithms, and the optimal solution is determined in three ways: One is to take the
average value of the weights corresponding to all of the objectives obtained by the two
algorithms in order to obtain the optimal solution. The second is to make a comprehensive
decision based on the entropy weight method and TOPSIS on the Pareto optimal solution
of the two algorithms after 10 iterations. The third is to use the average method, entropy
weight method, and TOPSIS to make a comprehensive decision after combining the optimal
solution set of the two algorithms. The re-decision optimal solutions are shown in Table 5.
It can be seen that all solutions of NSGA-III are better than those of NSGA-II. The decision
result of NSGA-III with the entropy weight method is better than average. The result of
average weighting is better after combining the two algorithms. The economic objective
shows the best result in the optimal solution of NSGA-III with the entropy weight method.
The carbon emissions show the best result in the average method of solution set union.

Table 5. Optimal solutions and decision schemes.

Methods Weight
Methods

Life
Cycle
Costs
(CNY)

Life Cycle
Carbon

Emissions
(kg)

Energy
Efficiency

GB
(kW)

PV
(m2)

SC
(m2)

GSHPh
(kW)

GSHPc
(kW)

ASHPh
(kW)

ASHPc
(kW)

HE
(kW)

ES
(kWh)

HS
(kWh)

NSGA-II
Mean value 2,589,580 1,761,360 7.41 101.13 252.42 119.58 200 144.3 33 5.7 776.45 107.48 162.13

Entropy
weight 2,589,580 1,761,360 7.41 101.13 252.42 119.58 200 144.3 33 5.7 776.45 107.48 162.13

NSGA-III
Mean value 2,472,380 152,300 8.88 413.48 371.39 0.6146 199.93 145.41 33.07 4.59 400.28 147.08 51.296

Entropy
weight 2,418,620 1,512,360 8.96 216.19 371.03 0.96546 199.7 145.51 87.49 4.49 283.38 144.36 27.863

Both
algorithms
combined

Mean value 2,427,650 1,511,800 8.96 199.79 370.4 1.5978 199.87 144.27 33.13 5.73 351.19 148.11 74.859
Entropy
weight 2,472,380 1,523,400 8.88 413.48 371.39 0.6146 199.93 145.41 33.07 4.59 400.28 147.08 51.296

The optimization of this example is based on the background form of carbon peak,
so the minimum carbon emissions is selected as the final decision-making scheme of the
three-objective optimization of the example—that is, the life cycle cost is CNY 2,427,650,
the life cycle carbon emissions are 1,511,800 kg, and the primary energy utilization rate of
the system life cycle is 8.96. In contrast, in the optimal solution of this group, the capacity
of the boiler is moderate. The solar panel is mainly the capacity of the photovoltaic power
generation panel, and the solar heat collection is very little. Combined with the energy
storage capacity, the scheme intends to rely on renewable energy for power generation,
and make full use of energy-storage devices for energy storage and conversion.
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4.4. Typical Daily Load Scheduling Strategies in the Example

According to the optimal decision scheme, this section analyzes the load scheduling
strategy of each typical day of the example due to the energy balance. Because the building
energy supply needs to meet the system load demand, all of the data with energy change
in the energy balance diagram below are from 7:00 a.m. to 10:00 p.m. on the basis of the
energy characteristics of the swimming pool. The remaining time is non-working time
without energy input or output.

4.4.1. Electric Power Balance

The electric power balance of the four typical days of the example project is shown
in Figure 20. Changsha is a hot-summer and cold-winter region, leading to its relatively
sufficient light in spring and autumn. Therefore, there is greater photovoltaic output in
spring, summer, and autumn, especially from 11:00 a.m. to about 3:00 or 4:00 p.m., when
the unconsumed photovoltaic output is stored by the electric energy-storage device. After
5:00 or 6:00 p.m., the photovoltaic output is insufficient or nil; at this time, the energy
storage is discharged. The external power grid is enabled to purchase electricity when the
energy storage cannot meet the load demand. In winter, due to less light, photovoltaic
power supply is short of demand, and there is almost no energy storage, so MCDES
energy consumption mainly purchases external power. Overall, more than 70% of the
electricity in the four seasons is provided by renewable photovoltaic power generation,
and the renewable energy and fossil energy are relatively high primary energy utilization,
reflecting the system’s good low-carbon economic behavior.

Figure 20. Typical daily power balance in the four seasons.

4.4.2. Thermal Power Balance

The thermal power balance of the four typical days of the example project is shown
in Figure 21. The heat energy demand includes hot water load and air conditioning heat
load. Air conditioning heat load is not required in any season except for winter. The hot
water load needs to be met in all four seasons, and the water temperature requirements
are constant. The boiler only bears the impact load when the swimming pool is opened.
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The operation stage is dominated by renewable energy utilization; thus, at this time, there
is no natural gas consumption due to the boiler having no output. Therefore, the multi-
energy comprehensive utilization of the system shows good low-carbon performance in the
operation stage. From the figure, it can be seen that the heating power of the flat-plate solar
collector in all four seasons is very small, and can be practically ignored, such that solar
heating equipment can be ignored in system planning. Although generally the heat load
rate of the ASHP is lower than the heat load rate of the GSHP, the air-source heat pump
shows good heat output performance in spring, summer, and autumn due to these three
seasons having higher outdoor temperatures in Changsha City. In addition to meeting the
demand of swimming pool hot water load, the system should also meet the demand of air
conditioning heat load in winter. At this stage, the heat energy is mainly generated by the
ground-source heat pump and supplemented by the air-source heat pump because of the
low outdoor air temperature. There is almost no thermal energy storage in this scheme
due to the thermal energy of the system being mainly based on equipment that consumes
electric energy.

Figure 21. Typical daily thermal power balance in the four seasons.

4.4.3. Cooling Power Balance

The swimming pool buildings only have a demand for air conditioning cooling supply
in summer, and the cooling power balance on a typical day is shown in Figure 22. The
surface temperature is much lower than the ambient temperature while the outdoor air
temperature is higher in summer. Therefore, the GSHP is the main cold-supply equipment,
and the air source cooling capacity is so small as to be safely neglected.
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Figure 22. Typical daily cooling power balance in summer.

4.5. Final Decision Scheme of the Example

In practical engineering, the installation area of photovoltaic panels and flat-panel
solar collectors in the example swimming pool is limited by the site, which cannot exceed
372 m2. The installation capacity of the ground-source heat pump cannot exceed 200 kW.
Based on the above factors, and combined with the scheduling characteristics of each piece
of equipment on each typical day, the optimal final decision scheme of the example is
determined considering the demand of high renewable energy penetration. The boiler
is only used to meet the impact load of swimming pool water, so it is taken with the
calculated value. Because the output of the flat-panel solar collectors and thermal energy
storage is very small, the example eventually does not consider these two devices. In order
to make full use of renewable energy, the photo-voltaic panels and ground-source heat
pump take their maximum. Since the cooling capacity of the air-source heat pump is very
small, its cooling power decision is set to 0. Other equipment is integrated according to
the decision value under the optimal solution, based on the optimal solution and energy
balance analysis. The final planning of the example is listed in Table 6. Compared with
the calculation of the optimal decision scheme, the life cycle cost is reduced by 0.64%, the
life cycle carbon emissions are reduced by 0.3%, and the primary energy utilization rate is
increased by 0.45%.

Table 6. Final decision scheme of the example.

Life
Cycle
Cost

(CNY)

Life Cycle
Carbon

Emissions
(kg)

Energy
Efficiency

GB
(kW)

PV
(m2)

SC
(m2)

GSHPh
(kW)

GSHPc
(kW)

ASHPh
(kW)

ASHPc
(kW)

HE
(kW)

ES
(kWh)

HS
(kWh)

2,412,200 1,507,300 8.99 200 372 0 200 145 33 5 352 150 0

5. Conclusions
5.1. Research Conclusions

In order to promote the efficient utilization of energy system resources, low carbon
emissions, environmental protection, and the friendly development of economic multi-
energy complementary distributed energy systems, taking the construction terminal of an
MCDES as the research object, a multi-objective optimization planning model with the low-
est system life cycle cost, the minimum life cycle carbon emissions, and the maximum pri-
mary energy utilization as the optimization objectives is proposed, which comprehensively
considers the economy, environmental protection, and energy efficiency. Furthermore, the
model is based on optimized calculations with an example study.
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The research shows that, when solving practical problems, the two genetic optimiza-
tion algorithms—NSGA-II and NSGA-III—used in this paper should fully consider the
characteristics of the system. The results of each optimization calculation are different
due to the form of random number adopted when initializing the population. In order to
obtain ideal optimization results and avoid the uncertainty caused by this randomness, it
is necessary to carry out multiple independent running experiments to obtain more Pareto
fronts and carry out comprehensive evaluation to determine the optimal solution of the
system optimization.

By evaluating the HV index of the two algorithms and the fitness analysis of the
non-dominated solution, it can be seen from the quality, uniformity, and convergence of
the solution that the two algorithms have good applicability in the optimization model
of this paper. Through example calculation, it can be seen by comparing the operation
performance of the two algorithms that NSGA-III is superior to NSGA-II in solving the
problems studied in this paper. Through the re-weighting and decision-making of the
non-dominated solution set obtained via multiple independent runs of each algorithm, the
example optimization results were determined as a system life cycle cost of CNY 2,427,650,
life cycle carbon emissions of 1,511,800 kg, and a life cycle primary energy utilization rate of
8.96. Based on the analysis of the energy operation strategies of the system under optimal
decision-making, it is indicated that the system shows good low-carbon characteristics
under the optimal decision-making scheme, which effectively promotes the consumption
of MCDES renewable energy, improves and enhances the reliability of the energy supply
of the system, strengthens the performance of the comprehensive energy utilization of the
system, and verifies the effectiveness and reliability of the optimization model. The energy
balance scheduling strategy of the example under the optimal solution policy is analyzed,
and the final decision scheme of the example in this paper is determined by considering
the actual needs of the project. Under this scheme, the life cycle cost and life cycle carbon
emissions are reduced by 0.64% and 0.3%, respectively, compared with those under the
optimal solution strategy, while the primary energy utilization rate is increased by 0.45%.

In summary, it is concluded that the study of planning optimization in this paper has
a certain social significance, and has a good engineering application reference value for
MCDES design optimization.

5.2. Future Works

In future works, the source–load energy supply balance in time and space in the
multi-energy system will be considered, and the cascade utilization of energy will be fully
considered. In addition, the uncertainty factors of system operation should be considered in
order to optimize the MCDES more scientifically and more in line with the actual working
conditions, due to the uncertainty factors of the system being further improved with the
increase in renewable energy penetration, the changes in real-time electricity price and
system operation mode, the random fluctuation of demand-side response, and the opening
of the energy consumption market.
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