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Abstract: Polypropylene (PP) powders are rounded at different conditions in a downer reactor with 
direct heating. The particles are fed through a single central tube, while the preheated sheath gas is 
fed coaxially surrounding the central aerosol jet. The influence of the process parameters on the 
quality of the powder product in terms of particle shape and size is analyzed by correlating the 
experimental results with the flow pattern, residence time distribution of the particles and 
temperature distribution predicted by computational fluid dynamics (CFD) simulations. An 
Eulerian–Lagrangian numerical approach is used to capture the effect of the particle size 
distribution on the particle dynamics and the degree of rounding. The simulation results reveal that 
inlet effects lead to inhomogeneous particle radial distributions along the total length of the downer. 
The configuration of particle/gas injection also leads to fast dispersion of the particles in direction 
of the wall and to particle segregation by size. Broad particle residence time distributions are 
obtained due to broad particle size distribution of the powders and the particles dispersion towards 
the wall. Lower mass flow ratios of aerosol to sheath gas are useful to reduce the particle dispersion 
and produce more homogenous residence time distributions. The particles’ residence time at 
temperatures above the polymer’s melting onset is determined from the simulations. This time 
accounts for the effective treatment (rounding) time of the particles. Clear correlations are observed 
between the numerically determined effective rounding time distributions and the progress of 
shape modification on the particles determined experimentally. 

Keywords: particle rounding; downer reactor; Eulerian–Lagrangian CFD; particle aerodynamics; 
residence time distribution; rounding time 
 

1. Introduction 
Particle shape plays an important role in many processes in the chemical, 

pharmaceutical and cosmetic industries. Powder products require a specific particle 
morphology depending on their application: polygonal angular hard particles are 
required for the production of abrasive materials [1], flat plate-like particles increasing 
light reflection are used as pigments for cosmetics, inks and coatings [2], while spherical 
particles are preferred in applications, where free-flowing powders are required, e.g., for 
toner or in 3D printing [3–6]. Therefore, the development of processes to control particle 
morphology has become increasingly important in particle technology. 
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One process of particle morphology modification is the rounding of irregular-shaped 
particles (also called spheronization). This process has been employed for the production 
of spherical particles of metals [7–11], ceramics [12], polymers [5,6,13–17] and 
pharmaceutical products [18]. Depending on the mechanical and thermal properties of 
the particles, rounding can be achieved by mechanical and thermal approaches. 
Mechanical approaches use the effect of particle abrasion and deformation upon impact 
to achieve spherical particles using e.g., dry impact comminution devices [7,18–20]. 
Thermal approaches involve the melting of particles dispersed in a fluid and the 
consequent rounding of the produced droplets driven by their surface tension. Solid 
spherical particles are then produced by cooling. Depending on the thermal properties of 
the material to be rounded different heat sources and levels of heat are required. 
Rounding of particles has been achieved using thermal plasmas [8,9] and plasma rotating 
electrodes [10,11], flames [12] and pulsed electron beam irradiation [21], using different 
reactor configurations. 

Due to the relatively low melting temperatures of polymers compared to other 
materials, the rounding of polymer powders has been mainly investigated using heated 
downer reactors [5,6,15–17]. Downer reactors (in their fully developed flow) are 
characterized by a near plug flow of both gas and solid phase, by narrow particle 
residence time distributions and by more homogenous radial distribution of the particles 
in the reactor as compared to other solid-gas multiphase reactors [22–24]. These features 
are necessary to assure a homogenous and controlled rounding of the particles. To reduce 
the agglomeration of the particles during rounding, this process is conducted at low solid 
loads. Two heating approaches have been used to provide the heat necessary to melt the 
particles: indirect heating [6,15,16,25] and direct heating [5,17]. In the indirect heating case, 
heat is provided externally by heating the walls of the downer, while in the direct heating 
case heat is provided directly by the sheath gas, which is externally preheated. The direct 
heating approach [5] revealed better results in terms of agglomeration, particle shape, 
powder flowability and product yield, while indirect heating led to a more homogenous 
treatment. These results are explained by the different temperature distributions in the 
downer achieved by these two approaches [5]. 

In order to fully understand the effect of the process variables (cf. inlet sheath gas 
temperature, particle load, and mass flow of aerosol and sheath gas, geometry of inlet 
section) on the properties of the rounded particles (shape and size), it is first necessary to 
apprehend the effect of process variables on the flow pattern of the particles and the 
temperature distribution in the reactor considering the coupling between the particles and 
the gas phase (e.g., heat transfer). The simultaneous experimental characterization of the 
temperature distribution and flow pattern in such a downer reactor is challenging and 
time consuming. Due to the high temperatures, molted polymer droplets colliding with 
invasive sensors (e.g., thermocouples) will stick onto the surface of the sensors leading to 
measurement artifacts. Moreover, the sensors will deteriorate the flow profile. Therefore, 
information of the gas phase flow pattern at elevated temperatures and the particles flow 
pattern needs to be collected separately. An alternative to the experimental measurements 
is the CFD simulation of the particle flow pattern and temperature distribution in the 
downer. Several CFD investigations on the flow pattern and particle aerodynamics in 
downer reactors for different purposes using Eulerian–Eulerian [26–28] and Eulerian–
Lagrangian [29,30] approaches have shown reasonable agreement with experimental 
measurements, thus demonstrating the potential of this tool. This approach requires 
experimental validation, but with considerably less experiments and effort as required to 
obtain the same information only by measurements. 

The characterization of the flow pattern of the particles and temperature distribution 
in a semi-industrial 6-m-long downer reactor with three direct heating sections and its 
influence on product properties has been conducted by Sachs et al. [25] by a combination 
of experimental characterization of the product and CFD simulation. To the authors’ 
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knowledge, such a characterization for a downer reactor with direct heating has not been 
provided so far. 

To fill this gap, in this work we present a systematic investigation of the influence of 
process parameters on temperature distribution, particle aerodynamics and product 
properties during the rounding of commercial polypropylene (PP) particles in a downer 
reactor with direct heating. The aerodynamics of the particles and the temperature 
distribution in the nozzle reactor are analyzed by CFD using an Eulerian–Lagrangian 
simulation approach. This allows the effects of the polydisperse particle size distribution 
of the powder to be considered in the simulations. The input parameters for the 
simulations were set such that they replicate experimental conditions (e.g., temperatures, 
mass flows), the geometry and the properties of the material (e.g., size distribution, 
thermal properties). The results predicted by the simulations were then correlated with 
the trend observed in the particle size and shape distributions of the rounded product 
produced under the same conditions. 

2. Materials and Methods 
2.1. Rounding Setup 

The rounding setup is composed of an aerosol generator unit, a gas heater, a downer 
reactor with a cooling section at the lower end of the pipe, and a separation system to 
recover the rounded particles as shown in Figure 1. 

 
Figure 1. Schematic representation of the rounding setup and the inlet configuration of the downer reactor. 

The aerosol dispersion unit consists of flat-tray feeder (ZD 22 FB-C-2M, Three-tec 
GmbH, Germany) which feeds the powders into a funnel connected with the suction 
orifice of a self-made powder Venturi injector. The rotatory velocity of the screws can be 
varied. The mass flow of PP particles was previously determined by measuring the mass 
of material collected as a function of time for each rotatory velocity of the screws. The 
nitrogen pressure in the Venturi injector controls the mass flow rate of aerosol gas. 

A nitrogen sheath flow was heated employing a gas heater (GA00565, Horst GmbH, 
Germany). To reduce the heat losses, the pipe connecting the outlet of the gas heater with 
the inlet of the sheath gas was heated by using a heating band (HBS, Horst GmbH, 
Germany) wrapped around the pipe and was isolated using glass fabric tape. The mass 
flow of the sheath gas was controlled by a mass flow controller (EL-Flow, Wagner Mess-
und Regeltechnik, Germany). To avoid the particles to melt in the aerosol nozzle due to 
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the hot sheath gas, the aerosol nozzle is isolated from the sheath gas with a 9 mm thick 
layer of glass wool inside the head of the downer (see Figure 1). 

The downer reactor is a stainless-steel pipe of a length of 80 cm and an inner diameter 
of 10.8 cm. In the downer, the particles are heated directly by the sheath gas. The outer 
walls of the downer (head, main pipe and flanges) were isolated by a 5 mm-thick layer of 
glass wool. The glass wool isolation was covered with aluminum foil. At the bottom of 
the downer, the diameter of the pipe is suddenly increased up to an inner diameter of 19 
cm to reduce the velocity of the particles. At this section, air at room temperature was fed 
at a volume flow of 5 kg/h to cool down the particles. The outlet of the cooling section is 
oriented upwards (45° of inclination) at one side of the cooling section, such that most of 
the particles are separated by inertia due to the sudden change of stream direction and 
low particle velocity. The remaining gas-borne particles (fine particles) were separated 
from the gas phase in a cyclone. 

For the experiments, PP powder (Coathylene®® PD0580, Axalta Polymer Powders, 
Switzerland) was processed in the rounding reactor. The most important properties of the 
material were determined in previous investigations [31] and are listed in Table 1. 

Table 1. Material and powder bulk properties of PP Axalta PD0580. 

Property Value Reference 
Solid density 907 kg/m3 [31] 

Powder loose Packing density 332.1 kg/m3 [31] 
Sauter diameter 87.8 µm [31] 

Flow function ffc @1300 Pa consolidation 1.39 ± 0.04 [31] 
Melting temperature (melting peak) 167.4 °C [31] 

Melting onset 159 °C [31] 
Specific surface area 0.40 m2/g [31] 
Heat conductivity 0.22 W/K∙m [32] 

Specific heat capacity 1.7 J/g∙K [32] 

To investigate the influence of the process parameters on the performance of the 
process and particle properties (e.g., shape and size), the mass flow of powder, the 
temperature and the mass flows of sheath and aerosol gas were varied. The different 
operating points are summarized in the experimental matrix in Table 2. 

Table 2. Matrix of experiments: operating conditions in the simulation and experiments. 

Parameter 
Set 

Mass Flow Sheath 
Gas ṁsheath/kg/h 

Set Temperature 
Sheath Gas 
Tsheath,set/°C 

Mass Flow  
Aerosol Gas 
ṁaerosol/kg/h 

Powder Mass Flow  
ṁparticles/kg/h 

Averaged Solid 
Volume Fraction at 

Aerosol Inlet (1-ε)av,aer/- 
Variation of Tsheath,set 

1 8.9 240 1.35 0.24 1.79 × 10−4 
2 8.9 260 1.35 0.24 1.69 × 10−4 
3 8.9 280 1.35 0.24 1.70 × 10−4 

Variation of ṁparticles 
1 8.9 240 1.35 0.24 1.79 × 10−4 
4 8.9 240 1.35 0.46 3.42 × 10−4 
5 8.9 240 1.35 0.69 5.41 × 10−4 

Variation of ṁsheath 
6 5 240 1.35 0.24 1.77 × 10−4 
1 8.9 240 1.35 0.24 1.79 × 10−4 
7 10.7 240 1.35 0.24 1.78 × 10−4 

Variation of ṁaerosol 
1 8.9 240 1.35 0.24 1.79 × 10−4 
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8 8.9 240 2.28 0.24 1.14 × 10−4 
9 8.9 240 2.91 0.24 9.24 × 10−5 

The cross-section-averaged solids volume fraction at the aerosol inlet is calculated 
according to Equation (1): 

(1 − ௔௩,௔௘௥(ߝ = ሶ݉ ௣௔௥௧௜௖௟௘௦ߩ௣௔௥௧௜௖௟௘௦ሶ݉ ௣௔௥௧௜௖௟௘௦ߩ௣௔௥௧௜௖௟௘௦ + ሶ݉ ୟୣ୰୭ୱ୭୪ ߩ௚௔௦
 (1)

where ߩ௣௔௥௧௜௖௟௘௦ and ߩ௚௔௦ are the solid density and aerosol gas density at the experimetal 
conditions. The values of (1-ε)av,aer for the different parameter sets are also reported in 
Table 2. 

2.2. Particle Characterization 
2.2.1. Scanning Electron Microscopy 

Particle shape and surface morphology were characterized by scanning electron 
microscopy (SEM). A Gemini Ultra 55 (Zeiss) was used to take images of the rounded 
particles using a SE2 detector at an acceleration voltage of 1 kV at magnifications of 100× 
and 200×. 

2.2.2. Particle Sizing 
Particle size distribution (PSD) was determined by laser diffraction (Mastersizer 

2000, Malvern Panalytical GmbH, Germany) according to ISO13320-1, using the dry 
dispersion unit Scirocco 2000 at 50% of the vibration amplitude of the feeding tray. 

2.2.3. Light Microscopy 
Light microscopy and digital image processing were used to determine the particle 

shape distribution of the raw and rounded powders. The description of the employed 
sample preparation and analysis methodologies can be found elsewhere [5]. The factors 
selected to describe the shape of the particles were the circularity and solidity defined 
according to Equations (2) and (3):  ݕݐ݅ݎ݈ܽݑܿݎ݅ܥ: ߯ = ܲܣߨ4  (2)

ݏ :ݕݐ݈݅݀݅݋ܵ = (3) ܥܣ

where A and P are the measured projected area and perimeter of the particle, respectively. 
C is the areal convex hull, which represents the area enclosed by the convex hull of the 
outer contour of particles. 

The circularity is a function of the particle aspect ratio and surface profile (e.g., sharp 
edges protuberances). Particles with an aspect ratio close to one, but with highly irregular 
surfaces (increased perimeter) would depict low values of circularity. Analogously, 
particles with regular smooth surfaces, but lower aspect ratio would have low circularity 
values. Spherical particles with rounded regular edges would have a circularity value of 
1 [33]. The solidity describes solely the surface profile and is sensitive to particle 
concavities such as sinter necks. Particles with large number of concavities on the 
projected surface profiles show low values of solidity while perfectly spherical (convex) 
particles have a solidity of one. The analysis of circularity and solidity is useful to describe 
the process of shape transformation as it allows to discriminate the influence of the 
rounding process on the aspect ratio and morphological roughness of the particles. 
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2.3. Mathematical Model 
2.3.1. Governing Equations 

The temperature and flow fields of the gas phase and the polymer particles were 
modelled using a continuous Eulerian–Lagrangian approach implemented in the 
commercial software Ansys Fluent version 17.2. In the Eulerian–Lagrangian approach, the 
gas phase is treated as a continuous medium, in which fluid dynamics is described by 
solving the local averaged Navier–Stokes equations while the particles are tracked by 
solving the Newtonian motion equation for single particles. The maximum solids volume 
fraction in the downer, achieved directly at the inlet of the aerosol gas ranges between 
9.24 × 10−5 and 5.4 × 10−4 for the different tested conditions. Under these conditions, 
particles could influence the turbulence of the flow [34]. Furthermore, for the desired 
analysis it is necessary to consider the heat transfer between the phases. To take into 
account the exchange of momentum and heat between the phases, a two-way coupling 
approach was employed. It was assumed that the particles are inert. The model equations 
are summarized in Appendix A. 

The coaxial feeding of the aerosol and sheath gas in the downer produces a confined 
jet also referred to as Craya–Curtet jets. These kinds of jets have been addressed in 
different investigations and they are of relevance for certain industrial applications such 
as jet pumps or jet furnaces [35–37]. One of the main issues associated with these kinds of 
jets is the appearance of a region of reverse flow or recirculation as well as separation 
zones near the wall when the coaxial surrounding flow is sufficiently low. This effect was 
shown by Sachs et al. [25], who studied the particle aerodynamics in a wall-heated downer 
reactor with similar inlet geometry as the investigated one in the current work by means 
of CFD simulations. The appearance of the recirculation zone is characterized by a critical 
Craya–Curtet number Ctc [35]. The craya-Curtet number (Ct) is defined as the square root 
of the ratio of the momentum flux of the co-flowing stream (Jc) to that of the central jet (Jj) 
(Equation (4)) [38]. 

ݐܥ = ඨܬ௖ܬ௝  (4)

For Ct < Ctc a recirculation zone appears while for Ct > Ctc the recirculation region is 
not formed. The values of Ctc ranges between 0.65 and 0.77 [35,38]. The magnitude of the 
recirculation (e.g., length, velocity, turbulence) increases with decreasing Ct [35]. The 
appearance of this recirculation zone is not desired during the rounding of polymer 
particles as it would increase the turbulence and thus the probability of collision between 
polymer particles leading to more pronounced agglomeration [25]. The geometry of the 
inlet section of the downer and the experimental conditions reported in Table 2 were 
selected such that the lowest Ct number obtained was 0.65 (parameter set 9). Under these 
conditions, it is assumed that a recirculation region is not formed or at least only to a 
negligible extend. 

The realizable k-ε turbulence model [39] was employed. The realizable k-ε model 
performs well predicting the expansion of round jets as is the case of the aerosol injection 
in the downer. It also provides a better prediction of the flow of moderate anisotropic 
flows such as adverse pressure gradients, separation and recirculation compared to the 
standard k-ε model [39]. This model is simpler, more stable, leads to good convergence 
during the coupled simulations and requires less computational cost compared to 
anisotropic turbulence models. The equations of the model are given by Equations (A1)–
(A33) [39]. The near-wall region was resolved using the enhanced wall treatment which 
combines the two-layer model [40] with the enhanced wall functions [41]. In the 
Lagrangian–Eulerian approach, the particle trajectories are calculated by solving the 
Newtonian particle motion equation using the previously solved flow and turbulence 
fields such that the effect of the near-wall layer on the particles trajectories is also 
considered indirectly by using this wall functions. 
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For the calculation of the particle tracks, the disperse phase model (DPM) of Ansys 
Fluent was employed. Only the effect of the drag force on the equations of motion was 
considered. Forces such as virtual mass and pressure gradient force can be neglected due 
to the large density difference between the gas and the particles ( ఘఘ೛<<1). Saffman’s lift, 

thermophoretic and Brownian forces were neglected as they are only relevant for 
submicron particles. The drag coefficient for non-spherical particles was calculated 
according to (Equation (A26)) proposed by Heider et al. [42], where the shape factor ∅ is 
the sphericity of the particles. The sphericity was approximated to be the volume-mean 
circularity of the untreated powder measured according to Section 2.2. A constant value 
of ∅ = 0.7 was assumed. The turbulence dispersion of the particles was modeled by the 
discrete random walk (DRW) model [43,44]. This involves a stochastic approach to 
estimate the dispersion of the particles by considering the possible interaction of the 
particles with the eddies. This model assumes that the gas phase fluctuations has an effect 
on the particles turbulent scattering at the beginning of the interaction time with the eddy 
along the particle’s trajectory. The particle trajectories are calculated integrating the 
motion equation (Equation (A23)) coupled with the turbulence model. Here the 
instantaneous gas velocity ݒ is given by Equation (A13), where ̅ݒ is the average velocity 
of the continuous phase determined from the CFD model and (ݐ)’ݒ is the instantaneous 
fluctuating velocity of the continuous phase. (ݐ)’ݒ is calculated according to Equation 
(A14) and depends on a random number, which obeys a Gaussian distribution (ߞ), and 
the solution of the turbulence kinetic energy k. The interaction time of the particles with 
the eddy is the minimum of the characteristic eddy lifetime (Equation (A15)) and the 
particle eddy crossing time (Equation (A29)). When this interaction time is reached during 
the integration of the Equation (A23), a new value of ߞ is calculated and the process is 
repeated. To account for most realistic random effects of the turbulence on the particles, 
the eddy’s lifetime was calculated considering a uniformly distributed number at random 
 and 5 possible particle trajectories were calculated for each (ሾ0,1ሿ in Equation (A15)߳ ݎ)
parcel. A total of 10,000 (2000 parcels × 5 tries per parcel) particles trajectories were 
simulated which allow obtaining statistically representative results. The heat transfer 
coefficient between surrounding gas phase and particles was modeled according to the 
correlation developed by Ranz and Marshall [45] (Equation (A28)) for spherical particles. 

2.3.2. Computational Domain and Meshing 
For the simulations only the pipe section between the sintered plate and the cooling 

section of the downer reactor was considered. In this case, gradients in the angular 
direction are considered to be negligible and the 3D simulation can be simplified by using 
a 2D axisymmetric domain [26]. The computational domain and the grid used for solving 
the simulations are shown in Figure 2. 

 
Figure 2. Calculation domain and grid distribution. 



Processes 2021, 9, 916 8 of 37 
 

 

A structured rectangular grid has been generated using the mesh module of Ansys 
such that aspect ratio of most of the cells is close to one. To capture the effect of the wall-
boundary layer and the turbulence produced by the aerosol injection and jet expansion, 
the grid was refined in the near-wall regions and in the boundary region produced by 
extrapolating the end of the aerosol nozzle. The maximal element size is 1 mm x 1 mm in 
the axial and radial direction, respectively. The aforementioned conditions resulted in a 
total of 57,000 elements. The mesh-independency was tested using different mesh 
configurations (without refinement and the jet boundary layer) and different number of 
mesh elements. The results obtained with the described mesh delivered sufficient 
independency on the mesh size (see Appendix B1). 

2.3.3. Boundary Conditions and Material Properties 
Figure 2 illustrates the boundary conditions of the problem and their location. 
Gas phase: 
The gas phase was assumed as only nitrogen (not considering the air suctioned by 

the Venturi injector). Properties such as density, viscosity, heat capacity and thermal 
conductivity were calculated for different temperatures at atmospheric pressure in the 
range of 20–500 °C using the NIST database [46]. The values of the properties were fitted 
to polynomial functions of fourth order as a function of temperature. The coefficients of 
the polynomial functions were given as parameter for the definition of the material 
properties in the simulations. 

The inlet of the aerosol and sheath flow were modelled by velocity inlet condition 
with user-defined axial velocity and temperature profiles. This was defined in a way that 
makes the simulations more realistic, as the temperature and velocity profiles of aerosol 
and sheath gas are not uniform, but are already partially developed. The radial 
component of velocity was assumed to be 0 m/s. 

The shape of the user-defined inlet axial velocity and temperatures profiles were 
approximated by the results of two pre-simulations. In these pre-simulations, the flow 
through the aerosol pipe and the annular region in the case of sheath gas were simulated 
assuming a pipe length of 1 m. For the pre-simulations, the meshing was set in a way that 
it perfectly fits the meshing of the inlets’ boundaries of the main simulation. The same 
models and solution approach of the main simulation were applied for the pre-
simulations. Mass flow inlets of 8.9 kg/h (210 °C) and 1.35 kg/h (20 °C) were used as inlets 
for the pre-simulations of the sheath gas annular section and aerosol pipe, respectively. In 
both cases, the pressure outlet was used as boundary condition. For the pre-simulation of 
the flow in the aerosol nozzle, a constant heat flux of 100 W/m2 from the walls to the fluid 
was considered as the aerosol is heated by the heat transferred from the sheath gas to the 
isolation. For the pre-simulation of the sheath gas in the annular section, constant heat 
fluxes of −100 W/m2 and −376 W/m2 were assumed for the boundaries representing the 
aerosol isolation and the outer wall of the downer, respectively. These heat fluxes were 
determined from experimental measurements, as explained in Appendix B2. 

The outlet axial velocities and temperature radial distributions of the pre-simulations 
were exported, and their shapes were used as base for the generation of user-defined 
profiles for the main simulations. The radial temperature profiles from the pre-
simulations were displaced towards higher or lower temperatures, such that the 
temperature at the center of the aerosol nozzle and the center of the annular section match 
the measured temperature at the same position for the different studied conditions. The 
procedure employed to measure these temperatures is described in Appendix B2. The 
axial velocity profiles from the pre-simulations were multiplied by a factor such that the 
derived cross-section-averaged velocity of the aerosol and sheath gas matches that of 
measurements. The last-mentioned velocity was calculated from the experimentally 
determined mass flows (Section 2.1) and the corresponding hydrodynamic diameters and 
average cross-section temperatures of the aerosol and sheath gas. 
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The experimentally determined cross-section-averaged velocities and measured 
temperatures used for derivation of the axial velocity and temperature radial profiles for 
the different parameter sets are reported in Table 3. 

Table 3. Experimentally determined inlet conditions of the aerosol and sheath gas. 

Parameter Set  Mean Velocity Sheath 
Gas/m/s 

Measured 
Temperature Sheath 

Gas/°C 

Mean Velocity 
Aerosol Gas/m/s 

Measured 
Temperature Aerosol 

Gas/°C 
1 0.39 210.8 1.57 96.4 
2 0.40 227 1.65 116.2 
3 0.41 244 1.65 114.8 
4 0.39 210.8 1.57 96.4 
5 0.39 210.8 1.57 96.4 
6 0.21 187 1.58 99.7 
7 0.47 215.8 1.57 96.9 
8 0.39 210.8 2.47 71.0 
9 0.39 210.8 3.04 59.0 

An example of the inlet radial profiles of the axial component of the velocity and 
temperature for the sheath and aerosol gas for the parameter set No.1 is shown in Figure 
3. The shape of the profiles is the same, but the values of the axial velocity and temperature 
are changed to fulfill the experimental values for each parameter set as explained above. 
The turbulence parameters for the inlets were defined by the hydraulic diameters and 
turbulent intensities of 2% and 1% for the aerosol and sheath gas inlets, respectively. 

 
Figure 3. User-defined axial velocity and temperature profiles for the inlet of aerosol and sheath 
gas. Parameter set No.1. 

For the outlet of the downer, a pressure boundary condition at atmospheric pressure 
was used. The hydraulic diameter and a turbulent intensity of 5% were used to define the 
turbulence parameter at the outlet. The center line of the downer was set as “axis” 
boundary conditions. All other boundaries were set to stationary wall boundary 
conditions with no slip condition, such that the velocity magnitude of the fluid at the wall 
is 0 m/s. For the line representing the outer wall of the downer a constant heat flux of -376 
W/m2 was used. For the boundaries representing the sintered plate region without sheath 
gas fed and the aerosol pipe wall, the heat fluxes was assumed to be 0 W/m2 and 100 W/m2, 
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respectively. The heat fluxes through the walls used in the pre- and main-simulations 
were determined experimentally and are explained in Appendix B2. 

Disperse phase: 
The material properties of the disperse phase (PP), reported in Table 1, were assumed 

to be constant in the simulations. In the disperse phase model of Ansys Fluent, the total 
number of particles is discretized in parcels, which represent groups of particles with 
exactly the same attributes. In this way, it is possible to reduce the computational cost of 
the simulation. 

The initial conditions of the disperse phase were defined in an injection file generated 
in Matlab, which contains the information about the position in injection (x, y, z), the 
velocity components at injection (u, v, w), the diameter and temperature of each parcel. 
Additionally, the injection file includes the mass flow rate of the parcel which is necessary 
for the coupled calculations. A total of 2000 parcels were injected at the aerosol inlet 
position. The parcels were injected at the opening of the aerosol nozzle at axial position of 
x = 0.04 m. It was assumed that the parcels were randomly injected across the cross-
section. The y and z coordinates were determined by an algorithm, which generates 
randomly distributed points across the cross-section of the aerosol pipe (Ra = 0.009 m). 
The injection points of the particles used for the simulation are shown in Figure 4. 

 
Figure 4. Example of particle distribution at the injection of the particles in the simulations. 

The axial component of the velocity and the temperature of the parcels was set to be 
the cross-section-averaged velocity and temperature of the aerosol gas, respectively. The 
other components of the velocity were set to 0 m/s. 

To account for the effect of the particle size on the hydrodynamic of the particles, 
several particle diameters were analyzed in the simulations. The particle diameters of the 
parcels were selected such that it modeled the density volume-average particle size 
distribution of the PP determined experimentally. For that, the measured particle size 
distribution was discretized in size intervals. The number of parcels having a defined 
diameter ܰ൫݀௣൯ was calculated according to Equation (5). ܰ൫݀௣൯ = (5) (ଷ൫݀௣൯∆݀௣ܰݍ)݀݊ݑ݋ܴ

where ݍଷ൫݀௣൯ is the measured density particle size distribution at the interval center x, ∆݀௣ is the interval width and N is the total number of parcels. The function “Round” 
rounds the result to the nearest integer. By following this approach, the sum of ܰ൫݀௣൯ 
differs by a few parcels from N. Thus, some parcels were randomly removed or added 
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such that the total number of parcels remains at N = 2000. Figure 5 illustrates the measured ݍଷ൫݀௣൯∆݀݌  and the number of parcels as a function of the particle size. The particle 
diameters were then randomly assigned to the different injection points shown in Figure 
5. 

 
Figure 5. Particle size distribution employed in the CFD-DEM simulations. 

The mass flow of the parcels was assumed to be particle size dependent and was 
calculated according to Equation (6). ሶ݉ ௣௔௥௖௘௟൫݀௣൯ = ଷ൫݀௣൯∆݀௣ݍ ሶ݉ ௣ܰ൫݀ݔ௣൯  (6)ሶ݉ ௣ is the particle mass flow for each parameter set specified in Table 2. 

Five possible particle trajectories (tries) were calculated for each injected parcel with 
the random walk model. Thus, a total of 10,000 possible parcels trajectories were tracked 
in the simulation. When using the calculation of multiple parcel trajectories, the mass and 
momentum of each injection point is divided automatically by the number of simulated 
tries [47]. The particles escape the downer at the outlet of the domain. 

2.3.4. Numerical Solution 
The pressure-velocity coupled SIMPLE algorithm was used to solve the Navier–

Stokes equations. A second order upwind discretization scheme for interpolation of 
variables at the element faces were adopted. Gradients at the cell’s centroids were 
calculated using the least squares cell gradient scheme. Residuals of the continuous phase 
equations of 10−5 were used as convergence criteria of the simulations. The equations for 
the disperse phase were solved each 10 iterations of the continuous phase. 

2.3.5. Post-Processing of the Particle Tracks 
After convergence of the steady simulations, the particle tracks containing 

information of the position (x, y, z), velocity components, temperature, particle size of the 
parcels at each time step was exported and post-processed using a Matlab code. The 
particle tracks were analyzed for their residence time in the downer and the residence 
time distribution of the particles above the melting point at the different analyzed 
conditions. The last accounts for the effective rounding time in the downer. 

To account for the particles, which adhere to the wall due to melting, it was assumed 
that all particles approaching the wall (r = 0.99R) at higher temperatures than the melting 
onset are trapped at the wall, such that these parcels were removed from the particle 
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tracks file and, thus, not considered in the further analysis. With this purpose, all the 
particles, which satisfied Equation (7) at any time step, were removed from the analysis. ඥݕଶ + ଶݖ + ݀௣2 ≥ 0.99ܴ &  ௉ܶ ≥ ܿ (7)

where y and z are coordinates of the particle center, dp is the particle diameter, Tp particle 
temperature and Tm is the material melting onset. 

Separately, each of the parcel tracks from injection until reactor outlet were treated 
such that the time steps were determined, at which the particle temperature was higher 
than the melting onset temperature of the material Tm. The melting onset of the material 
is considered as the limiting temperature, which defines whether shape modification 
process takes place or not. For the used PP, this temperature is 160 °C [31]. Under this 
temperature no melting of the material, and thus no-shape modification occurs. Above 
this temperature, melting starts and thus the process of shape modification can take place. 
The time steps at which the particle temperature was higher than the melting onset were 
added together for each parcel resulting in the effective rounding time. The effective 
rounding represents the time the particles spend in the downer which contributes to 
rounding. The resulting effective time distribution was determined from the different 
parcels. 

The simulations were validated by measurements of the axial temperature 
distribution at the center of the reactor and measurements of the residence time 
distribution of the aerosol gas. A description of the setups used for the measurements of 
temperature and residence time can be found in Appendix B2 and Appendix B3, 
respectively. The results of the validation are presented in Appendix B4. 

The presented model is limited for solids concentration and flow anisotropy similar 
to the experimental conditions analyzed in this work. For operating conditions at very 
low Ct numbers and, thus, large recirculation regions and increased turbulence below 
aerosol injection, the use of an anisotropic turbulence model is recommended. For solids 
concentrations higher than 1 × 10−3, the use of a two-way coupling approach is not accurate 
and a four-way coupling (e.g., Lagrangian-DEM method or Eulerian–Eulerian approach) 
need to be considered [34]. A further limitation of the model is that it only considers a 
mean shape factor (sphericity) to determine the drag coefficient during the calculation of 
the particle trajectories. It does not allow considering the distribution of the particle shape, 
as would be case of real polydisperse powders, and it does not consider the change of the 
particle shape during the rounding process. The DPM model of Ansys is not able to 
consider the pronounced electrostatic forces produced by the electrostatic charging of the 
particles during dispersion, as observed during the experiments. Due to these limitations, 
deviations between the predicted and real particle trajectories, and thus, residence time 
distributions are expected. 

3. Results and Discussion 
3.1. Effect of the Process Parameters on the Radial Solids Concentration in the Downer 

Figure 6a–d shows the radial solids volume concentration profiles at different axial 
positions for the different cases studied. In all cases, two peaks of high solids 
concentration are observed at short axial distance after injection (x = 0.2 m): one at the axis 
(r = 0 m) and a second between r = 0.013 m–0.015 m. The peak at the axis decreases rapidly 
with increasing axial distance. The position of the second peak shifts towards the walls of 
the downer and the maximum of the peak decreases with increasing axial distance. At the 
same time, a smaller third peak is developed in the area close to the wall. The obtained 
solids concentration profiles differ significantly from the typical fully developed flow 
profile in downer reactors, where an almost uniform solids concentration in the core and 
a peak with high solids concentration near the wall region are observed. This is due to the 
inlet effects of the downer inlet geometry on the radial distribution of the particles, which 
are commonly observed after particle injection [27,48–50]. The observed profiles have 



Processes 2021, 9, 916 13 of 37 
 

 

similarities to those described by Cheng et al. [27] at the entrance region of a downer 
reactor with a similar single-jet solids injection system. The appearance of the second peak 
is explained by the accumulation of particles at the shear layer between the aerosol gas 
and the sheath gas observed in particle laden jet with coaxial containment gas [51]. The 
higher the ratio of mass flow of aerosol to sheath gas, the lower the height is and the faster 
the decrease of the second peak. This indicates a faster particle distribution through the 
cross-section of the downer. 

  
Figure 6. Radial solids distribution at different axial positions for different parameter sets. (a) 
Variation of Tsheath.set for ṁsheath = 8.9 kg/h, ṁparticles = 0.24 kg/h, ṁaerosol = 1.35 kg/h; (b) variation of ṁparticles for Tsheath.set = 240 °C ṁsheath = 8.9 kg/h, ṁaerosol = 1.35 kg/h; (c) variation of ṁsheath for Tsheath.set = 
240 °C, ṁparticles = 0.24 kg/h, ṁaerosol = 1.35 kg/h; (d) variation of ṁaerosol for Tsheath.set = 240 °C, ṁparticles = 
0.24 kg/h, ṁsheath = 8.9 kg/h. 

Particle segregation can occur when using particle-laden jets. Bigger particles 
concentrate predominantly at the axis of the jet due to their higher inertia, while smaller 
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particles drift mainly towards the wall driven by turbophoresis and tend to concentrate 
at the edge of the jet [51]. This fact was demonstrated experimentally by Sachs et al. [25], 
who investigated the size distribution of particles collected at different radial positions at 
the outlet of a 6 m-long downer reactor with a similar aerosol injection as in the present 
study. Particle segregation was also captured in the simulations by analyzing the size 
distribution of particles leaving the downer at different radial regions (0 m–0.02 m, 0.02 
m–0.04 m and 0.04 m–0.054 m). This analysis is depicted in Figure 7 for the two extreme 
cases of Figure 6c (ṁsheath = 5.0 kg/h and ṁsheath = 10.7 kg/h). Here it is possible to observe 
that at the center of the downer the particle size shifted towards larger sizes with respect 
of the initial particle size distribution, while in the near wall region the size distribution 
shifted toward smaller particles. 

 
Figure 7. Radial segregation of particle size in the downer reactor as a function of the mass flow of 
sheath gas ṁsheath. At Tsheath.set = 240 °C, ṁparticles = 0.24 kg/h, ṁaerosol = 1.35 kg/h. 

According to Figure 6a, the set temperature of the sheath gas has no effect on the 
distribution of the particles in the downer. As observed in Figure 8b, the increase of the 
mass rate of particles produced a considerably increase of the solids holdup over the 
whole cross-section. It also has a small effect on the shape of the solids concentration 
profiles: the position of the second peak is slightly shifted toward the axis with increasing 
mass flow rate of solids. This effect is explained by the reduction of the jet expansion as 
consequence of the increment of the load of particles observed in particle laden jets [52]. 

The process parameters that influence the radial solids concentration profiles most 
are the mass flow of sheath and aerosol gas. When increasing the sheath gas flow rate for 
a constant gas flow, the expansion of the jet is reduced, resulting in a reduced particle 
dispersion. This effect is displayed by the displacement of the position of the second peak 
towards the downer axis as well as by the increase of its maximum (Figure 6c) and is more 
clearly seen for axial distances larger than 0.4 m. The decrease of the mass flow of sheath 
gas for a constant aerosol gas mass flow also leads to more pronounced particle 
segregation as observed in Figure 8. The opposite effects are observed when increasing 
the mass flow of the aerosol gas for a constant sheath gas mass flow. As observed in Figure 
6d, this leads to an increase of the particle dispersion towards the wall and a pronounced 
particle segregation. Particle dispersion and segregation in the downer are then a function 
of the ratio of mass flows of aerosol and sheath gas. The higher this ratio, the more pro-
nounced these effects are. 
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Figure 8. Cumulative particle residence time distribution for different parameter sets. (a) Variation of Tsheath.set for ṁsheath = 
8.9 kg/h, ṁparticles = 0.24 kg/h, ṁaerosol = 1.35 kg/h; (b) variation of ṁparticles for Tsheath.set = 240 °C ṁsheath = 8.9 kg/h, ṁaerosol = 1.35 
kg/h; (c) variation of ṁsheath for Tsheath.set = 240 °C, ṁparticles = 0.24 kg/h, ṁaerosol = 1.35 kg/h; (d) variation of ṁaerosol for Tsheath.set 
= 240 °C, ṁparticles = 0.24 kg/h, ṁsheath = 8.9 kg/h. 

3.2. Influence of Process Parameters on the Particle Residence Time 
The cumulative residence time distribution of particles (RTD) for the same parameter 

sets analyzed in Table 1 are shown in Figure 8a–d. As the number-averaged particle size 
distribution of the parcels in the simulation was derived from the measured volume-
averaged particle size distribution of the powders, the calculated number-averaged 
residence time distributions in the simulations represent the expected real volume-
averaged residence time distribution of the particles in the reactor. This residence time 
represents the total time that the particles spend in the downer, regardless of whether the 
particles melted or not. The mean residence time of the particles, the standard deviation 
and skewness of the distributions for the different cases are reported in Table 4. 

Table 4. Mean residence time, standard deviation and skewness of the residence time distributions. 

Simulation Case 
Mean Residence Time t50 

/s 

Standard Deviation 
σ/s Skewness/- 

 Variation of Tsheath,set 
240 °C 1.02 0.31 0.11 
260 °C 1.00 0.31 0.12 
280 °C 1.04 0.32 0.12 

 Variation of ṁparticles 
0.24 kg/h 1.02 0.31 0.11 
0.46 kg/h 0.94 0.31 0.16 
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0.69 kg/h 0.89 0.31 0.21 
 Variation of ṁsheath 

5 kg/h 1.40 0.61 0.42 
8.9 kg/h 1.02 0.31 0.11 

10.7 kg/h 0.93 0.25 0.08 
 Variation of ṁaerosol 

1.35 kg/h 1.02 0.31 0.11 
2.28 kg/h 0.86 0.69 0.48 
2.91 kg/h 0.76 0.71 0.51 

As observed in Figure 8a, the variation of the sheath gas set temperature while 
keeping other parameters constant has a negligible effect on the residence time 
distribution of the particles. Neither the mean residence time, the standard deviation nor 
the skewness were affected significantly. A slight influence of the mass flow of particles 
on the residence time of the particles can be noticed in Figure 8b. Here the increase of the 
mass flow of particles from 0.24 kg/h to 0.69 kg/h causes a slight displacement of the 
particle residence time towards shorter values accompanied by a small increase of the 
broadness (standard deviation) and the skewness of the distribution (tail at larger 
residence times). As explained in Section 3.1, the increase of the particle mass flow rate 
leads to a reduction of the particle dispersion towards the wall, such that the particles 
concentrate in the core region of the downer. Since the axial velocities of the particles in 
the core region are larger relative to the regions near the wall, this leads to a shift in the 
RTD distribution of the particles toward short times when increasing the mass flow of 
particles. 

More pronounced effects on the particle residence distribution are observed in Figure 
8c,d due to changes in the mass flow rates of sheath gas and aerosol gas. In both cases, 
increasing the sheath gas flow or the aerosol gas flow contributes to a reduction of the 
residence time of the particles in the downer. The increase of either sheath gas flow or 
aerosol mass flow leads to a larger total gas flow rate in the downer and thus to larger 
axial velocities of both the gas and particles. The increase of the axial velocity of the 
particles leads then to shorter residence times. The broadness and skewness of the 
distributions are affected in opposite directions when increasing the flow rate of sheath 
and aerosol gas. When the flow of sheath gas is increased for constant flow of aerosol gas 
(Figure 8c), the broadness and the skewness of the RTD decreases significantly resulting 
in more homogeneous residence time distribution of the particles. In the other case (Figure 
8d), the increase of the mass flow of aerosol gas for a constant mass flow of sheath gas 
leads to an increase of the tail at longer residence times and the broadness of the 
distributions (increased skewness and standard deviation), and thus, to less homogeneous 
particle residence time distributions. These effects are assumed to be related to the 
reduction or increase of the particle dispersion with the increase or decrease of the sheath 
gas flow rate with respect to the aerosol gas flow rate as explained in Section 3.1. The 
larger the particle dispersion towards the wall, the broader and the more asymmetric the 
distribution of residence time will be. 

Clear correlations between the particle size and the particle residence time can be 
also established from the simulations results. Figure 9 shows the bivariate density 
distribution of the particle residence time and particle size for the two extreme cases of 
Figure 8c corresponding to the parameter sets 6 and 7 in Table 1. In both cases, it is 
observed that large particles (e.g., dp > 200 µm) spent considerable shorter time in the 
reactor compared with the small particles (e.g., dp < 50 µm). This is explained by the 
difference of mass, and thus, sedimentation velocity of the particle in the downer. A 
second observation is that the smaller the particle size, the broader the RTD. Due to the 
higher inertia of the large particles, they are less influenced by flow and will follow a 
straighter path towards the outlet of the downer. In contrast to that, small particles (e.g., 
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dp < 50 µm) are more prone to be affected by the inlet effects which results in increased 
particle dispersion towards the wall of the downer and thus in a broader RTD. 

  
Figure 9. Bivariate distribution particle size vs. particle residence time. (left) ṁsheath = 5 kg/h; (right) ṁsheath = 10.7 kg/h with 
Tsheath.set = 240 °C, ṁparticles = 0.24 kg/h, ṁaerosol = 1.35 kg/h. 

3.3. Influence of Process Parameters on Temperature Distribution and Effective Rounding Time 
The temperature distributions in the downer for different parameter sets are shown 

in Figure 10. The volume of the regions where the temperature is higher than the melting 
onset is referred in this work as effective rounding volume as only in these regions can 
the rounding take place. The time spent by the particles in the effective rounding volume 
is referred as effective rounding time. Figure 11 shows the cumulative distribution of 
effective particle rounding time for the same analyzed cases as in Figures 6–10. Table 5 
summarizes, the median (tr,50) and the 99th percentile (tr,99) of the effective rounding time 
distributions presented in Figure 11. As expected, a clear correlation between the effective 
rounding volume (Figure 10) and the effective rounding time can be observed. The larger 
the effective rounding volume, the longer the effective rounding time. In all the cases, the 
effective rounding time is always lower than the corresponding residence time, which is 
due to the fact that effective rounding volume is smaller than the reactor volume. Particles 
spend time in regions with temperatures below the melting onset (e.g., aerosol inlet and 
near-wall region), in which the particles “spend” time, which is not effective for rounding. 
In the ideal case, if the temperatures are higher than Tm in the whole downer volume, the 
effective rounding time distributions would equal the residence time distribution. 
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Figure 10. Temperature distribution in downer for different parameter sets. (a) Variation of Tsheath.set for ṁsheath = 8.9 kg/h, ṁparticles = 0.24 kg/h, ṁaerosol = 1.35 kg/h; (b) variation of ṁparticles for Tsheath.set = 240 °C ṁsheath = 8.9 kg/h, ṁaerosol = 1.35 kg/h; (c) 
Variation of ṁsheath for Tsheath.set = 240 °C, ṁparticles = 0.24 kg/h, ṁaerosol = 1.35 kg/h; (d) variation of ṁaerosol for Tsheath.set = 240 °C, ṁparticles = 0.24 kg/h, ṁsheath = 8.9 kg/h. 
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Figure 11. Cumulative particle effective rounding time distribution for different parameter sets. (a) Variation of Tsheath.set 
for ṁsheath = 8.9 kg/h, ṁparticles = 0.24 kg/h, ṁaerosol = 1.35 kg/h; (b) variation of ṁparticles for Tsheath.set = 240 °C ṁsheath = 8.9 kg/h, ṁaerosol = 1.35 kg/h; (c) variation of ṁsheath for Tsheath.set = 240 °C, ṁparticles = 0.24 kg/h, ṁaerosol = 1.35 kg/h; (d) variation of ṁaerosol 
for Tsheath.set = 240 °C, ṁparticles = 0.24 kg/h, ṁsheath = 8.9 kg/h. 

For all the examined parameter sets, a zone of relative low temperatures is observed 
directly after the injection of the particles. This is due to the colder temperature of the 
aerosol in comparison with the sheath gas temperature. For each axial position, the 
temperature decreases towards the downer walls. 

Figure 10a shows the influence of the sheath gas set temperature on the temperature 
field in the downer when all the other parameters were left constant. Increasing the set 
sheath gas set temperature causes an expected overall increase of the temperatures in the 
downer as the total energy input into the system is increased. This leads to an increase of 
the effective rounding volume of the downer. According to Figure 11a, the increase of the 
set temperature of sheath gas from 240 °C to 260 °C leads to an increase of the effective 
rounding time in the downer. A further increase to 280°C does not contribute to an 
increase of the effective rounding time since the effective rounding volume increases only 
slightly when the temperature is increased from 260 °C to 280 °C (Figure 10a). 

As Figure 10b indicates, the global temperatures in the downer decrease when the 
mass flow of particles increases when all the other parameters are left constant. The higher 
the mass flow of particles the more energy is transferred from the gas phase to heat the 
solid phase, thus resulting in lower temperatures. As observed in Figure 10b, the mass 
flow of particles can, depending of the combination of parameters, influence significantly 
the regions of the downer where rounding takes place. By increasing the mass flow of 
particles from 0.24 kg/h to 0.69 kg/h, a decrease of the effective rounding time by above 
the half as observed in Figure 11b. This is due to the decrease of the temperatures and thus 
reduction of the effective rounding volume (Figure 10b). 
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Table 5. Median and 99th percentile of the effective rounding time distributions. 

Simulation Case 
Median Effective 
Rounding Time 

tr,50/s 

99th Percentile of the 
Effective Rounding Time 

tr,99/s 
Variation of Tsheath,set 

240 °C 0.62 1.46 
260 °C 0.75 1.52 
280 °C 0.80 1.64 

Variation of ṁparticles 
0.24 kg/h 0.62 1.46 
0.46 kg/h 0.37 0.84 
0.69 kg/h 0.22 0.58 

Variation of ṁsheath 
5 kg/h 0 0.02 

8.9 kg/h 0.61 1.46 
10.7 kg/h 0.66 1.33 

Variation of ṁaerosol 
1.35 kg/h 0.62 1.46 
2.28 kg/h 0 0.28 
2.91 kg/h 0 0.18 

The increase of the mass flow rate of sheath gas results in an increase of the energy 
input into the system and thus in an increase in the global temperatures in the downer. 
This is clearly observed in Figure 10c. For a mass flow sheath gas of 5 kg/h there is only a 
small annular region below particle injection, where the temperatures exceed the melting 
onset of PP such that only a reduced rounding effect is expected for this parameter set. 
When increasing the flow of sheath gas, the temperatures and thus the effective rounding 
volume of the reactor increases. A further increase of the flow rate of sheath gas higher 
than 10.7 kg/h would lead to an increase of the global temperatures in the downer but not 
lead to an increase of the effective rounding volume which is already approx. the reactor 
volume (with exception of the near wall region and immediate region after aerosol 
injection). The increase of the flow rate of sheath gas then leads to an increase of the 
effective rounding time in the first steps due to the increase of the effective rounding 
volume. This is evident in Figure 11c, where the increase of mass flow of sheath gas from 
5 kg/h to 8.9 kg/h leads to an increase of the median effective rounding time from 0 s to 
0.616 s. This effect decreases with the increase of flow rate: the increase from 8.9 kg/h to 
10.7 kg/h only affects the effective rounding time distribution slightly. For ṁsheath > 10.7 
kg/h, a further increase in the sheath gas flow rate will not result in a further increase in 
the rounding volume, but in a reduction in the residence time of the particles due to a 
shorter residence time as discussed in Section 3.2. The latter would in turn cause a 
reduction in the effective rounding time. 

As the aerosol gas is only heated by the heat exchange between sheath gas and 
aerosol gas through the isolated aerosol pipe walls (see Figure 1), an increase of the mass 
flow of aerosol gas would lead to a decrease of the injection temperature of the aerosol. 
These two effects (increased aerosol gas total flow rate and decreased aerosol inlet 
temperature) cause a considerable reduction of the global temperatures in the downer as 
shown in Figure 10d. Here it can be seen that for the used parameters almost no rounding 
effects are expected for ṁaerosol ≥ 2.28 kg/h. Figure 11d shows that the increase of the mass 
flow of aerosol gas leads to a decrease of the effective rounding time due to the lower 
global temperatures in the downer and thus smaller rounding volume. 

The simulation results also show clear dependences between the size and the 
effective particle rounding of the particles. Figure 12 shows the bivariate density 
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distribution of the particle size and effective rounding time for the extreme cases of Figure 
11b, where the variation of mass flow of particles was analyzed. The density distribution 
was determined considering only the particles that reached temperatures higher that the 
melting onset at some point of their trajectories. 

Figure 12. Bivariate density distribution particle size vs. particle effective rounding time. (left) ṁparticles = 0.69 kg/h; (right) ṁparticle = 0.24 kg/h with Tsheath.set = 240 °C, ṁparticles = 0.24 kg/h, ṁsheath = 8.9 kg/h. 

For both cases, the reached effective rounding times and width of the distribution for 
a given particle size increases as the particle size decreases. This is due to the same reasons 
given when analyzing the dependences of residence time and particle size. As 
consequence, regardless of the parameters used, more pronounced rounding effects are 
expected to be observed in the small particles than the big ones. The comparison of the 
data in Figure 12 with the values reported for the corresponding case in Table 5 shows 
that tr,99 represents approximately the maximum effective rounding time achieved by the 
smallest particles (dp < 10µm), while the median tr,50 represent nearly the mean effective 
rounding time of particle of sizes between 130 µm. 

The comparison shown in Figure 13 also indicates that the maximum particle size 
that can be affected by the rounding process depends strongly on the set of parameters 
used: e.g., when using the process parameters of Figure 13 left, particles up to a size of 
approx. 250 µm are affected at some degree by the rounding process. However, if the 
parameter set of Figure 13 right are used the maximum particle size that can rounded 
reduced to approx. 180 µm. 
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Figure 13. SEM pictures of the rounded product at the different tested conditions. For the process 
parameters of each image compare Tables 2, 4 and 5. 

3.4. Effect of the Effective Rounding Time on Powder Properties 
In the following section, the results of the rounding experiments for the different 

tested parameter will be presented. The results will be analyzed as a function of the 
effective rounding time obtained for each parameter set. This variable is the one that 
directly defines the rounding process and can be used to describe their progress. Figure 
13 shows SEM images of the powder particles for the different tested conditions and 
Figure 14 shows the circularity and solidity distributions determined by light microscopy 
for some of the cases. In all the cases, the results were sorted as function of tr,99. As the tr,99 
increases, shape modification proceeds. Both circularity and solidity increase 
progressively with increasing tr,99. 

At the first steps of the rounding process the surface of the particles is mainly 
affected, i.e., protuberances and sharp edges become rounded resulting in smooth 
ellipsoidal particles. The latter become progressively more spherical with increasing 
rounding time. At tr,99 < 0.02 s the effect of the rounding process is almost negligible for 
most of the particles but can be already observed in a few small particles. When tr,99 
increases, the number and the size of particles affected by the rounding process increase. 
At a tr,99 = 0.84 s almost all the particles become affected by the process. This is also 
observed in the circularity and solidity distributions, where a considerable change of the 
shape of the distributions is observed in comparison to those obtained for shorter tr,99. For 
longer effective rounding times the shape of the bigger particle continues changing 
toward a spherical shape. No considerable differences in terms of solidity are observed 
for the samples treated with tr,99 > 1.32 s. The progression of the rounding process as a 
function of tr,99 can be clearly observed when plotting the mean sphericity of the particles 
rounded at the different process conditions as a function of tr,99 as shown in Figure 15. 
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Figure 14. Volume-averaged circularity and solidity distributions of the samples rounded at different conditions. 

The results show that at the tested conditions, an increase of the mean circularity with 
respect to the raw material of about 25% was achieved. However, a complete rounding of 
the powders (mean circularity = 1, mean solidity = 1) could not be reached under the tested 
conditions. One reason is the relative shorter effective rounding time of the big particles 
dp ≥ 130 µm and thus limited rounding that can be achieved in the downer for this class 
of particles [17]. A second reason is the process intrinsic aggregation of the particles as a 
consequence of collisions between melted or partially melted particles described in 
previous investigations [5,17,25]. This results in the production of bigger structures made 
of two or more particles in different states of sintering depending on the effective 
rounding time of the produced aggregates. The production of these structures with lower 
circularity and solidity decreases the overall rounding effect [5,17]. These structures can 
be observed in some of the SEM images in Figure 13. Aggregation takes place even at very 
short effective rounding times. Despite the described particle aggregation and incomplete 
rounding of some big particles the rounding process leads to an improvement of the flow 
behavior of the rounded powders [5,17]. 

 
Figure 15. Mean circularity of the rounded products as function of tr,99 determined from the 
simulations. 

The effect of the rounding process on the particle size distribution of the rounded 
powders is shown in Figure 16. Here it is possible to observed that particle size 
distribution of the rounded powders shifts towards bigger sizes with increasing tr,99 
between 0.02 s and 0.84 s. For tr,99 > 0.84 s the particle size of the rounded powders did not 
further increase. The increase of the particle size is the result of the particle agglomeration 
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explained above in combination with the segregation of particle sizes in the downer. The 
latter leads to a reduction of the fine fraction in the product as small particles are more 
prone to spread towards the wall and attach there due to electrostatic forces and melting. 
These two effects are favored by the configuration of sheath gas/aerosol inlet used due to 
the relative high solids concentration and turbulence near the outlet of the aerosol jet in 
combination with hot surrounding sheath gas at this position. 

 
Figure 16. Particle size distribution of the rounded products for different effective rounding times. 

4. Conclusions 
The solids concentration profiles obtained in the simulations revealed that inlet 

effects are observed along the entire length of the downer. Radial particle segregation by 
size was observed in the simulations which confirmed the experimental observations of 
previous investigations. The combination of polydisperse particle size distribution of the 
material and inlet effects resulted in broad particle residence time distributions. The 
smaller the ratio of mass flows (i.e., the larger the mass flow of sheath gas compared to 
the aerosol gas mass flow), the more controlled were the particle segregation and radial 
dispersion. This leads in turn to more homogenous particle residence time distributions. 

Heat losses through the wall and the injection of cold aerosol gas led to 
inhomogeneous temperature distributions along the reactor. In general, parameter 
changes, which increase the energy input in the system (e.g., increasing Tsheath.set or ṁsheath), 
led to a global increase of the temperatures in the downer. The increase of the mass flow 
of particles or aerosol gas for constant Tsheath.set and ṁsheath led to a decrease of the 
temperatures in the downer. A characteristic parameter referred to as effective rounding 
time was introduced. The effective rounding time of the particles depends on the 
parameter set used and its resulting temperature distribution, the thermal properties of 
the material (i.e., melting onset) and on particle properties which influences particle 
motion (i.e., size and shape). 

Clear correlations were observed between the effective rounding time determined 
from the simulations and experiments by using the same parameters. In general, the 
longer the effective rounding time the higher the circularity and smoother the surface of 
the rounded product. Small particles are affected by the rounding process more 
significantly due to the longer effective rounding times compared to big particles. 
Operating conditions were identified which led to a considerable increase of the 
circularity of the particles. The broad distributions of effective rounding times and particle 
aggregation during rounding resulted in distributions of circularity and solidity. 

Better rounding results for the tested PP powder can be achieved by setting the 
combination of parameters or increasing the length of the downer to reach longer effective 
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rounding times, such that big particles and the produced aggregates becomes more 
rounded. The modification of the solids/gas inlet to reduce particle concentration and 
turbulence at the inlet are options to attenuate the particle aggregation and segregation. 
New distributor designs will be tested for this purpose. In general, better results are 
expected for powders made of smaller particles with narrow size distributions as it would 
lead to longer a more homogenous treatment of the particles. 
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Appendix A. Governing Equations 
Gas phase (Continuous phase)  
Mass conservation equation ∂ρ∂t + ∂ρv୧∂x୧ = 0 

(A1) 

Momentum conservation equation ∂(ρv୧)∂t + ∂൫ρv୧v୨൯∂x୧ = − ∂p∂x୧ + ∂(σ୧୨ + τ୧୨)∂x୧ + ρg୧ + F୮ 
(A2) 

Turbulent kinetic energy ∂∂t (ρk) + ∂∂x୨ ൫ρku୨൯ = ∂∂x୨ ቈ൬μ + μ୲σ୩൰ ∂k∂x୨቉ + τ୧୨ ∂v୧∂x୨ + Gୠ − ρε 
(A3) 

Production of k due to buoyancy Gୠ = −g୧ μ୲ρPr୲ ∂ρ∂x୧ (A4) 

Dissipation rate equation of turbulent energy ∂∂t (ρε) + ∂∂x୨ ൫ρεu୨൯ = ∂∂x୨ ቈ(μ + μ୲σக) ∂ε∂x୨቉ − ρcଶ εଶk + √vε 
(A5) 

Viscous stress tensor equation σ୧୨ = 2μS୧୨ୢୣ୴ 
(A6) 

Turbulent stress tensor equation (A7) 
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τ୧୨ = 2μ୲S୧୨ୢୣ୴ − 23 ρkδ୧୨ 
Eddy viscosity equation μ୲ = ρCஜ kଶε  

with Cஜ = 1A଴ + Aୱ k U∗ε , U∗ = ටS୧୨S୧୨Ω୧୨Ω୧୨, Aୱ = √6 COSΦ 

and Φ = 13 cosିଵ√6 W, W = S୧୨S୨୩S୩୧S෨ଷ , S෨ = ටS୧୨S୧୨ 

(A8) 

Strain-rate tensor  S୧୨ = ቆ∂v୧∂x୨ + ∂v୨∂x୧ቇ 
(A9) 

Deviatory part of the strain-rate tensor  S୧୨ୢୣ୴ = 12 ቆ∂v୧∂x୨ + ∂v୨∂x୧ − 23 δ୧୨ ∂v୩∂x୩ቇ 
(A10) 

Rate of rotation tensor  Ω୧୨ = 12 ቆ∂v୧∂x୨ − ∂v୨∂x୧ቇ 
(A11) 

Realizable k-ε model constants A = 4.04; Cଶ = 1.9; σக = 1.0; σ୩ = 1.2 ; Pr୲ = 0.85 
(A12) 

Instantaneous gas velocity ܞ = തܞ +  (ܜ)’ܞ
(A13) 

Velocity fluctuation 

v’(t) = ζඨ2k3   (A14) 

Characteristic lifetime of eddy  τୣ = −0.15 kε log (r)  (A15) 

Eddy length scale 

Lୣ = Cஜଷସ kଷଶε  
(A16) 

Energy equation ∂(ρE)∂t + ∇ሬሬԦ v୧(ρE + p)∂x୧ = kୣ୤୤ ∂T∂x୧ + S୦ 
(A17) 

Total energy equation  E = h − pρ + vଶ2  
(A18) 

Sensible enthalpy (A19) 
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h = න C୮୥ୟୱdT୘
ଶଽ଼.ଵହ ୏  

Effective thermal conductivity kୣ୤୤ = k + k୲ (A20) 

Turbulent thermal conductivity k୲ = C୮୥ୟୱμ୲Pr୲  
(A21) 

Heat source term S୦ = S୵ + S୮ 
(A22) 

Solid phase (disperse phase)  
Particle force balance du୮dt = Fୈ൫v − u୮൯ + g൫ρ୮ − ρ൯ρ୮  

(A23) 

Drag force per unit particle mass Fୈ൫v − u୮൯ = 18μρ୮d୮ଶ CୈRe24 ൫v − u୮൯ 
(A24) 

Particle Reynolds number Re = ρd୮หu୮ − uหμ  
(A25) 

Drag coefficient Cୈ = 24Re ൫1 + bଵReୠమ൯ + bଷRebସ + Re bଵ = exp (2.3288 − 6.4581∅ + 2.4486∅ଶ, bଶ = 0.0964 + 0.5565∅ bଷ = exp(4.905 − 13.8944∅ + 18.8944∅ଶ − 10.2599∅ଷ)  bସ = exp(1.4681 + 12.2584∅ − 20.7322∅ଶ − 15.8855∅ଷ) 

(A26) 

Energy balance m୮c୮౦ dT୮dt = hA୮(Tஶ − T୮) 
(A27) 

Heat transfer coefficient  Nu = hd୮kஶ = 2.0 + 0.6 Re଴.ହPrଵଷ 
(A28) 

Particle crossing time tୡ୰୭ୱୱ = −τln ቈ1 − ቆ Lୣτหu୮ − uหቇ቉  (A29) 

Particle relaxation time τ = ρ୮d୮ଶ18μ  ஽ܴ݁ܥ24
(A30) 

Interaction time of particle with eddy  Min(τୣ, tୡ୰୭ୱୱ) 
(A31) 

Coupling between discrete and continuous phases at each control 
volume (CV) 

 

Momentum exchange  (A32) 
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ܘ۴ = ૚܄۱܄ ෍ ۴۲,ܑ൫ܘܝ,ܑ − ሶܕ൯ܞ ࢜ࢉࡺܜ∆ܑ,ܘ
ୀ૙࢏  

Heat exchange  

ܘ܁ = ૚܄۱܄ ෍ ሶܕ ࢜ࢉࡺܑ,ܘ܂∆ܑ,ܘܘ܋ܑ,ܘ
ୀ૙࢏  (A33) 

Appendix B. Additional experimental and simulation setup 

Appendix B.1. Mesh Independeny Study 
We investigate the mesh independency by analyzing the axial temperature 

distribution at the center of the downer for different mesh configuration. We produce 
elements with the same size in the x and y direction with exception of the inflation regions. 
We variate the size of the elements between 4 mm, 2 mm, 1mm and 0.5 mm. Some example 
of the meshes used are depicted in Figure A1. 

4 mm element size mesh 2 mm element size mesh 1 mm element size mesh 

   

Figure A1. Example of three different meshes analyzed in the mesh independence study. 

The results of the axial temperature distributions for the conditions of parameter Set 
1 for the different meshes are shown in the Figure A2. 

 
Figure A2. Axial temperature profiles at the center of the downer at the conditions of the 
parameter Set 1 calculated using different mesh sizes. 
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Reducing the mesh size from 1 mm to 0.5 mm, and thus, increasing the number of 
elements, did not produce significant changes in the calculated temperature profiles. That 
demonstrate that the results are mesh independent when using the 1 mm element size 
mesh. However, the increase of the number elements for the 0.5 mm mesh increases the 
computational time considerably. Thus, it was decided to use the 1 mm mesh size. 
Appendix B.2. Setup for Temperature Measurements and Determination of Heat Fluxes through 
the Reactor Wall 

With the aim of determine the heat fluxes through the different walls of the downer 
and obtain experimental data to validate the simulations, some measurements were 
conducted before the rounding experiments. Temperature measurements at different 
sections of the downer and measurements of the residence time distribution of a tracer 
gas fed in the aerosol gas were carried out. For these measurements, the cooling section, 
the stainless steel sheet and the separation units were removed and the reactor was 
operated without the additions of powder. 

Five thermocouples (Type K, TC-Direct, Germany) were inserted at different axial 
position in the openings of the downer pipe such that the tips of the thermocouples 
measured the temperature exactly at the axis of the reactor. The thermocouples were 
installed at 0.16 m, 0.28 m, 0.4 m, 0.53 m and 0.65 m from the bottom of the downer pipe. 
An additional thermocouple was fixed directly under the sintered plate at the center of 
the annular section to measure the sheath gas temperature at the inlet of the downer. The 
temperature at the center of the aerosol nozzle at the outlet was measured separately by 
fixing a thermocouple at this position. To have access to this section, the downer pipe was 
removed. 

The measured temperatures were recorded using acquisition card (NI9213, National 
instruments, US). A LabView®® Graphical program was used to monitor and record the 
results of the measurements. Temperature measurements revealed that a steady 
conditions was achieved at about 1.5 h after heating of sheath gas (initial temperature = 
room temperature). To facilitate the reproducibility of the results, all the measurements 
were recorded after 1.5 h preheating when it is in steady state. The reported values 
correspond to the mean value of temperature measured during 5 min. The axial 
temperature profiles upon the simultaneous injection of aerosol gas were used to validate 
the temperature field predicted by the simulations. 

The thermal conditions at the different walls were approximated to have a constant 
heat flux surface. The heat flux through the wall and isolation of the downer were 
calculated from the axial temperature profiles when the aerosol nozzle was removed and 
the perforated sintered plate was replace by an unperforated plate. For a constant surface 
heat flux, the heat flow through the wall can be determined from Equation (A34) [53]: ݍሶ௦,௪௔௟௟ = ሶ݉ ௦௛௘௔௧௛ܥ௣2ܴߨ ݀ܶ݀ℎ (A34)

where ௗ்ௗ௛ is the slope of the measured axial temperature profiles and R is the inner radius 
of the downer pipe. 

For the determination of the heat flux through the aerosol pipe and isolation a similar 
approach was employed. As the inlet temperature of the aerosol is room temperature and 
the temperature at the outlet at the center of aerosol pipe was measured, the heat flux 
through aerosol pipe wall ݍሶ௦,௪௔௟௟,௔  can be calculated from Equation (B1), using = ∆ܶ =௔ܶ௘௥௢௦௢௟ − ଴ܶ, ݀ℎ = ௔ܮ , ܴ = ܴ௔ and ሶ݉ ௔௘௥௢௦௢௟  instead of ሶ݉ ௦௛௘௔௧௛ . Where ܴ௔  and ܮ௔ inner 
radius and length of the aerosol nozzle, respectively. 

The heat flux through the walls and isolation of the head of the downer was then 
approximated from the heat balance at this section according to Equation (A35). ݍሶ௦,௪௔௟௟,௛ = ൫ ሶ݉ ௦௛௘௔௛௧ܥ௣ ൫ ௦ܶ௛௘௔௧௛,௜௡ − ௦௛௘௔௧௛,ௗ൯ݐ − ுܮܴߨሶ௦,௪௔௟௟ ൯(2ݍ௔ܮ௔ܴߨ2 + (ଶܴߨ  (A35)
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where ܮு is the length of the cylindrical part of the downer head. 
This procedure was applied for the different parameter sets in Table 2, which resulted 

in approximately similar values of heat fluxes. For that reason the mean value of the heat 
fluxes for the different conditions were used as constant values in the simulations. 
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Appendix B.3. Determination of the Residence Time Distribution of Aerosol Gas in the Downer 
Appendix B.3.1. Measurement Setup 

The measurement of residence time distribution of the aerosol gas in the downer 
using Helium (He) as a tracer gas. A mass spectrometer (Omnistar®® GSD 300 O1, Pfeiffer 
Vacuum GmbH, Deutschland) was used as detector by monitoring the ion current 
intensity of He+ (mass-charge ratio of m/z = 4) over time at two different positions. Position 
1 was measured directly at the outlet of the aerosol nozzle at y = 0.76 m at the center of the 
reactor from the bottom of the downer, Position 2 was measured at the outlet y = 0 of the 
downer at the center. The ion current intensity at m/z = 4 was measured for 3 min each 
0.25 s. 

The schematic representation of the dosage system used to control the amount and 
duration of the He Feed is shown in Figure A3. The dosage of He was operated at pulses. 
A mass flow controller (MFC) (EL-Flow, Wagner Mess-und Regeltechnik, Germany) was 
used to set the volume flow of He to 0.5 kg/h. A three-way-valve (6LVV-ALD3TC333P-C, 
Swagelok, US) with pneumatic control head and solenoid pilot valve was used to control 
the pulse time. When the three-way valve was actuated, Helium was conducted to the 
suction orifice of the venture injector. The actuation time of the valve was controlled by 
an output card (NI947299, National Instruments, US). A LabView®® Graphical program 
was used to control the pulse time. The pulse time of He used for the validation 
experiments was set to 0.1 s. 

 
Figure A3. Schematic representation of the tracer gas dosing system. 

The structure of the sampling probe used for the measurements are shown 
schematically in Figure A4. A steel construction was fixed at the lower flange of the 
downer pipe which allow to fix the sampling probe at the axis of the downer and to 
displace the probe vertically at the desired measuring position. The probe is composed of 
the stainless steel pipe with a length of 1 m and inner and outer diameters of 5.7 and 8.3 
mm, respectively. A stainless steel capillary of outer diameter of 2 mm a total length of 2 
m is inserted into the stainless steel pipe. The capillary is connected directly at the mass 
spectrometer, which use vacuum to suction continuously the gas sample. The capillary is 
supported inside the pipe by two Teflon rings at both extremes of the stainless steel pipe. 
The function of the stainless steel pipe is to stabilize and protect the capillary. 
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Figure A4. Setup of the sampling probe. 

As explained by Brust [48],the two-point measuring method allow the get rid of 
problems associated with the non-ideal Dirac function used and with the mixing effects 
in the capillary and mass spectrometer which overlaps with the reactor internal mixing 
effects. Thus, to investigate the residence time any input signal can be used, provided that 
the dosing process and the mixing behavior on the way to and in the detector is the same 
for the measurements at the two measuring positions. The residence time distribution of 
the aerosol gas in the downer E(t) is related to the input signal (X(t) at position (1) and 
output signal (Y(t) at position (2) according to the mathematical operation of convolution 
(Equation (A36)) [48,54]: ܻ = (A36) ܺܧ

There are two possible way to determine the residence time distribution: the direct 
deconvolution of the Output and Input signals and adaptation of E(t) to the output 
function with by means of convolution. The first method is a numerically unstable process 
in which depending of the quality of the raw data may result in oscillations. Thus, leading 
to mathematical solutions with no physical sense [48]. For that reason, the convolution 
method was chosen for this investigation. This method requires to know a model 
representation for the E(t)-function. Since the downer is a tubular reactor, the analytical 
solution for the axial dispersion model [55] assuming an open-open system was used to 
modelling the residence time distribution in the downer E(t) (Equation (A37)). (ݐ)ܧ = 12 ݐ௔௫ܦ ߨඥݑ ݌ݔ݁ ቆ− ܮ) − ݐ௔௫ܦ ଶ4(ݐݑ ቇ (A37)

where the parameters ݑ ܮ ,  and ܦ௔௫  correspond to the superficial gas velocity, the 
length of the reactor and the axial dispersion coefficient, respectively. 

To calculate the convolution of the convolution of the input signal with the modeled (ݐ)ܧ the so-called convolution integral (Equation (A38)) was used. ܻ(ݐ) = න (’ݐ)ܺ ∙ ݐ)ܧ − (’ݐ ∙ ௧’ݐ݀
଴  (A38)

Thus, with an initial set of parameters ܮ ,ݑ and ܦ௔௫, a curve E(t) is calculated with 
Equation (S4). With the calculated E(t) an output curve is calculated with Equation (A38). 
Using minimization of the error square sums the corresponding model parameters can be 
determined by fitting the calculated output curve to the measured one. The raw data (ion 
current intensity vs. time) were based-line corrected and normalized such that area under 
the curve equals one, previous to the calculations. The data processing was implement in 
a Matlab®® code. 

Three measurements were carried at the two positions for each condition such that 
nine possible combinations of X and Y are possible. Unfortunately, no all the combination 
led to reasonable physical results. 
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Appendix B.3.2. Simulation of the Residence Time Distribution of the Aerosol Gas 
The residence time distribution of the aerosol gas was calculated by transient flow 

simulations at different conditions upon the injection of a fictive tracer with exactly the 
same properties than nitrogen using the equations for the gas phase described in Table 2. 
The algorithm used for the determination of the residence time of the tracers gas from the 
CFD simulations was based on the procedure explained by Adeosun et al. [56]. In the first 
step, the flow, energy and turbulence equations were solved for the desired conditions in 
steady mode until fully convergence was achieved. In the next step, the species transport 
model of Fluent®® was activated and the tracer gas was injected at the aerosol inlet at a 
mass fraction of one. The simulation was then conducted in the transient mode for 100 
time steps of 0.01s, such that the tracer was injected for 0.1 s as in the experiments. After 
the injection of the tracer gas, the mass fraction of the tracer gas was set at zero. The 
simulations were then conducted for further 1000 time steps and the cross-sectional 
average molar concentration of tracer gas at the outlet was recorded over time. Upon 
normalization of the area under the obtained curve, the simulated density distribution of 
the aerosol gas E(t) was obtained. As in the experimental determination of the residence 
time distribution, no solids were injected in the simulations. 

Appendix B.4. Validation Results 
Appendix B.4.1. Axial Temperature Profiles (Figure A5). 
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Figure A5. Comparison of axial temperature profiles at the downer’s axis determined by 
experiments and simulations. (Top) Variation of Tsheath,set with ṁsheath = 8.9 kg/h, ṁaerosol = 1.35 kg/h. 
(middle). Variation of ṁsheath with Tsheath.set = 240 °C, ṁaerosol = 1.35 kg/h; (bottom). Variation of ṁaerosol for Tsheath,set = 240 °C, ṁsheath = 8.9 kg/h. 

Appendix B.4.2. Residence Time Distribution of Aerosol Gas (Figure A6). 
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Figure A6. Comparison of residence time distributions of the aerosol gas in the downer 
determined by experiments and simulations at different ṁaerosol at Tsheath,set = 240 °C and ṁsheath = 8.9 
kg/h. 
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