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Abstract: This research focuses on the problem of scheduling a set of jobs on unrelated parallel ma-
chines subject to release dates, sequence-dependent setup times, and additional renewable resource
constraints. The objective is to minimize the maximum completion time (makespan). To optimize the
problem, a modified harmony search (MHS) algorithm was proposed. The parameters of MHS are
regulated using full factorial analysis. The MHS algorithm is examined, evaluated, and compared to
the best methods known in the literature. Four algorithms were represented from similar works in
the literature. A benchmark instance has been established to test the sensitivity and behavior of the
problem parameters of the different algorithms. The computational results of the MHS algorithm
were compared with those of other metaheuristics. The competitive performance of the developed
algorithm is verified, and it was shown to provide a 42% better solution than the others.

Keywords: harmony search; parallel machines; renewable resources; scheduling

1. Introduction

Scheduling is the procedure of arranging, controlling, and optimizing workloads in a
production process or manufacturing process. It plays a crucial role in the manufacturing
and service industries because it is used to minimize production times and costs while
keeping customer due dates a priority, as mentioned by Lui et al. [1]. Used in many differ-
ent areas, scheduling theory has many techniques and methods. Some of its applications
include agriculture, where it can be used in maximizing the amount of agricultural prod-
uct, or in semiconductor manufacturing, where it can be used in semiconductor plants,
as discussed in Afzalirad and Rezaeian’s [2] and Bitar et al.’s [3] studies.

Scheduling situations sometimes become more complicated or has additional con-
straints, i.e., when two or more processes share resources, job and machine setup times,
precedence constraints, and job release dates. There are many common scheduling prob-
lems, and these problems may make it challenging to find the best schedule. This paper
will focus on scheduling a set of jobs on unrelated parallel machines subject to release dates,
sequence-dependent setup times, and additional renewable resource constraints.

Numerous studies have been carried out for scheduling problems with a setup time.
Allahverdi et al. [4] performed studies on scheduling problems with setup time and cat-
egorized literature by shop environments such as single machines, parallel machines,
flow shops, and job shops. The study was later modified by Allahverdi et al. [5] and
Allahverdi [6]. In another study by Lin and Ying [7], a hybrid artificial bee colony (HABC)
algorithm was presented to solve parallel machine scheduling problems while aiming to
minimize the makespan. Then, the performance was compared to those of high-performing
metaheuristic algorithms. To solve the same problem, Ezugwu et al. [8] proposed a firefly
algorithm (FA) to achieve a near-optimum solution. To minimize the maximum completion

Processes 2021, 9, 654. https://doi.org/10.3390/pr9040654 https://www.mdpi.com/journal/processes

https://www.mdpi.com/journal/processes
https://www.mdpi.com
https://orcid.org/0000-0001-6448-2246
https://orcid.org/0000-0003-2526-0928
https://orcid.org/0000-0001-5208-4902
https://doi.org/10.3390/pr9040654
https://doi.org/10.3390/pr9040654
https://creativecommons.org/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.3390/pr9040654
https://www.mdpi.com/journal/processes
https://www.mdpi.com/article/10.3390/pr9040654?type=check_update&version=2


Processes 2021, 9, 654 2 of 19

time in an unrelated parallel machine scheduling problem, Afzalirad and Rezaeian [9]
proposed two metaheuristics with sequence-dependent setup times, release dates, ma-
chine eligibility, and precedence constraints. Weng et al. [10] aimed to minimize a weighted
mean completion time in the scheduling of a set of independent jobs on unrelated parallel
machines by testing seven heuristics.

Similarly, Lin and Hsieh [11] studied scheduling unrelated parallel machines with
sequence- and machine-dependent setup times to minimize total weighted tardiness.
They used several approaches such as the mixed-integer programming model, heuristic,
and iterated hybrid metaheuristic. To maximize profits, Emami et al. [12] proposed to
use MILP and Benders decomposition approaches to solve the scheduling problem in
nonidentical parallel machines. In addition to proposing MILP and a Tabu search for the
same problem, Bektur and Sarac [13] aimed to minimize the total weighted tardiness of
a scheduling problem of an unrelated parallel machine. Obeid et al. [14] developed two
mixed-integer linear programming models to solve a problem for job families on parallel
machines. Zeidi and Hosseini [15] presented a mathematical model to solve the problem
of scheduling jobs on unrelated parallel machines with sequence-dependent setup times
under due-date constraints. They proposed an algorithm to minimize the total cost of
tardiness and earliness. Rabadi et al. [16] investigated the unrelated parallel machine
scheduling problem by proposing a metaheuristic for unrelated PMSP with machine-
dependent and sequence-dependent setup times to minimize the makespan. To solve the
scheduling problem of identical parallel machines with sequence-dependent setup times,
Hamzadayi and Yildiz [17] created a genetic algorithm. Then, algorithm results were
compared to those of a mixed-integer linear programming model and the results of basic
dispatching rules for a small-sized problem.

In previous and existing parallel machine scheduling research, most studies consider
machines as the only restricted resource. However, in certain manufacturing environ-
ments, some resources are essential for the assigned machine to complete a particular job.
Edis et al. [18] categorized resources into three types on the basis of their renewability.
The first type is a renewable resource, which is limited and fixed at any time and can be
repeatedly used such as industrial robots, machine operators, equipment, or tools. The sec-
ond is a nonrenewable resource, which is consumed by jobs such as raw material, energy,
or money. Finally, the third type is a resource that is both renewable and nonrenewable.
In his study, Edis et al. [18] also presented a survey to debate scheduling problems with
additional resources on five main categories: machine environment, additional resources,
objective functions, complexity results, solution methods, and other important issues.

In the last few years, many studies have focused on scheduling problems with ad-
ditional resource constraints. Györgyi [19], Györgyi and Kis [20], Györgyi and Kis [21],
Hebrard et al. [22], and Kis [23] studied scheduling problems with nonrenewable resources.
Zheng and Wang [24] aimed to minimize makespan and total carbon emission (TCE) us-
ing one common renewable resource. They presented a modified fruit fly optimization
algorithm along with a mixed-integer linear programming model. Likewise, Afzalirad
and Shafipour [25] aimed to optimize makespan by suggesting an integer mathematical
programming (ILP) model and two genetic algorithms for unrelated parallel machine
scheduling problems with renewable resource-constrained and machine eligibility restric-
tions. Similarly, Vallada et al. [26], using a renewable additional resource, also proposed
several heuristics to minimize makespan for unrelated parallel machines. Li et al. [27]
studied a uniform scheduling problem with resource-dependent release dates using a
variable neighborhood search algorithm and a simulated annealing algorithm. In their
study, Abdeljaoued et al. [28] provided two new heuristics to minimize makespan and
simulated annealing metaheuristic for the parallel machine scheduling problem with a
set of renewable resources. To solve the problem of scheduling operations on parallel
machines with their required tools, Özpeynirci et al. [29] proposed two mixed-integer
programming approaches and a Tabu search algorithm. Özpeynirci et al. [29] also pro-
posed three constraint programming models to solve the same problem. Furugyan [30]
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studied multiprocessor scheduling with an additional resource. In the study, interrup-
tions were allowed, and task execution could be switched from one processor to another.
Dosa et al. [31] presented approximation algorithms to minimize makespan by studying the
parallel machine scheduling with job assignment restrictions and a renewable constrained
resource. By addressing the problem of selection of proper cutting conditions for various
jobs. Wang et al. [32] presented a two-stage heuristic for constrained parallel machine
scheduling. The authors studied the problem under the condition that power consumption
never exceeded the electricity load limit. To optimize two identical machine makespan with
renewable resources constraints, Labbi et al. [33] provided several heuristic algorithms.
Li et al. [34] aimed to optimize makespan in steelmaking scheduling problems with multi-
ple constrained resources. They used a discrete artificial bee colony and other heuristics to
solve the mentioned problem. Zammori [35] proposed a harmony search algorithm to solve
the single-machine scheduling problem with planned maintenance. The algorithm was
adopted and altered to suit the mentioned problem. Thus, Zammori [35] developed MHS,
where the main modification was the addition of a new vector in each row of harmony
memory dealing with the resource constraint decoding scheme.

This paper’s uniqueness and significance can be described in three major strengths,
which can be explained as follows: the use of MHS to solve problems with parallel machine
environments; the competitive performance of MHS verified by comparing its performance
to several different metaheuristics, showing that it outperformed them by 42%; and the
MHS efficiency, which was demonstrated by solving production scheduling problems for a
single machine with multiple-objective functions such as in Zammori et al. [35]. Secondly,
the unrelated parallel machine’s problem subject to release dates, sequence-dependent
setup times, and additional renewable resource constraints is frequently found in many
practical situations, such as in the textile and chemical industries, the scheduling of project
in transportation construction, etc., which makes the contribution of this paper theoretical
and practical that was instigated by the nature of the solved problem. In addition, the pa-
rameters in the computational experiments conducted in this paper simulate the different
circumstances that might be encountered in several real environments. In other words,
this paper deals with larger and empirical sets of data that contain more constraints,
which made it more realistic. In this research, the parameters covered a wider base than
those in other studies, e.g., the setup time was 1–10 in the study such in Afzalirad and
Rezaeian [36] and Qamhan et al. [37], while in this study, the setup time is divided into four
categories of 1–9, 1–49, 1–99, and 1–124. Furthermore, the processing time in this study
was 1–99 but in other studies was 1–50.

The remaining sections of this paper are organized as follows. In Section 2, a brief
problem definition is mentioned. In Section 3, the steps of the proposed modified harmony
search (HMS) are described in detail. In Section 4, computational results are discussed.
The conclusion is made in Section 5.

2. Problem Formulation
2.1. Problem Definition

This study considers a set of n jobs to be processed on m unrelated machines to
minimize the maximum completion time. Each job has a certain processing unit time pik,
where i and k are the indices for the job number and machine, respectively. Any machine
can only process one job at a time. All jobs are not available at time zero and have their
release dates ri. Job preemption is not allowed, and there are no precedence relations
among jobs. Every job has a setup time sijk which depends on both the job sequence and
the processing machine, that is, for any feasible schedule, if the job i is performed exactly
after job j on machine k. The amount of setup time will equal to sijk, and any change in
job sequence or processing machine would change the setup value. The machines are
not the only restricted resource. There are v renewable resources R = {R1, R2, · · · , Rv}.
To process a job, a certain unit of resource is required per unit of time Resiv. Each resource
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has a limited capacity at any point in time. A job’s processing procedure cannot be started
until both the assigned machine and allocated resources are available.

2.2. Lower Bound

To assess the performance and robustness of the proposed algorithms, one lower
bound is developed in this study by using two lower bounds from other studies. First,
the problem is simplified to be similar to a machine’s problem by selecting the minimum
processing time and setup time for each job as given in Equations (1) and (2), respectively.

Pi = min
k∈m

(pik), ∀i ∈ n, (1)

Si = min
k∈m

(
min

j∈{0,n}
sjik

)
, ∀i ∈ n. (2)

In the second equation, there is a zero in the j index to represent the dummy job j0.
This job was used to introduce the setup of the first job in the sequence.

The considered lower bounds are presented as follows:

2.2.1. First Lower Bound (LB1)

This lower bound is presented in the work of Afzalirad and Rezaeian [36]. The prop-
erty is dependent on the capacity of each resource. The LB1 is given in Equation (3).

LB1 = L̀B1 +

⌊
min
i∈n

ri + Si/m
⌋

, (3)

where:

L̀B1 = max
v∈R

 ∑
Resiv>

ARv
2

Pi +
1
2 ∑

Resiv=
ARv

2

Pi

, (4)

The L̀B1 is obtained by computing the maximum expected time for each type of
additional resource by considering only the jobs that occupy half of the resource capacity
or more.

2.2.2. Second Lower Bound (LB2)

The second lower bound LB2 is defined by Equation (5), which was developed by the
authors in this study. The LB2 was developed based on LB1, in which basic modification
was introduced to LB2. As mentioned in LB1, for each type of additional resource, only jobs
where the resource occupies half of the resource capacity or more are considered. However,
LB2 considers all jobs.

LB2 = L̀B2 +

⌊
min
i∈n

ri + Si/m
⌋

, (5)

where:

L̀B2 = max
v∈R

1
2 ∑

Resiv≥ARv
2

Pi +
1
m ∑

Resiv<
ARv

2

Pi

, (6)

Proof. The jobs that occupy half of the resource capacity or more will determine
half of the total processing time because these two types of jobs cannot be processed
together at any time. Thus, for the jobs that occupy less than half of the resource capacity,
the summation is calculated and divided by the number of machines.

2.2.3. Third Lower Bound (LB3)

This lower bound is presented in the study by Qamhan et al. [37]. The property is
dependent on the latest release date and given in Equation (7).
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For any feasible schedule s,

LB 3 = max
i

(ri + Pi + Si) ≤ Cmax, (7)

Note: The lower bound of the problem is estimated by the maximum value among
these three properties.

For further clarification, a numerical example is given to explain the lower bound
e.g., five jobs (n = 5), three machines (m = 3), and one resource (R = 1), which are part of
a scenario example that was implemented to further explain the existing lower bounds.
Tables 1 and 2 list the input parameters that are linked to the example.

Table 1. Example input parameters.

Job 1 2 3 4 5

ri 3 15 1 13 3
pi1 8 6 5 7 7
pi2 5 2 10 7 8
pi3 4 4 7 8 7

Resi1 1 3 2 2 1 R1 = 4

Table 2. Job/machines dependent setup time matrix.

Setup Times Matrix on
Machine 1

Setup Times Matrix on
Machine 2

Setup Times Matrix on
Machine 3

Job 1 2 3 4 5 Job 1 2 3 4 5 Job 1 2 3 4 5
0 4 3 1 4 5 0 5 1 2 5 2 0 5 3 4 3 4
1 - 1 5 2 3 1 - 5 1 3 5 1 - 2 4 2 4
2 4 - 4 3 3 2 3 - 5 5 2 2 4 - 2 3 3
3 4 5 - 4 2 3 5 3 - 2 4 3 3 1 - 2 2
4 3 3 2 - 3 4 3 1 5 - 3 4 3 3 5 - 3
5 3 4 1 2 - 5 5 2 1 3 - 5 5 3 5 2 -

After applying Equations (1) and (2), Tables 1 and 2 were relaxed, as shown in Table 3.

Table 3. The relaxed input parameters.

Job 1 2 3 4 5

ri 3 15 1 13 3
Pi 5 2 5 7 7
Si 3 1 1 2 2

Resi1 1 3 2 2 1 R1 = 4

The first lower bound categorizes the job set under three subsets. In the first subset,
where the number of resources exceeds half of the number of resources available, it can be
seen that we have only one job (Job 2) for our example that satisfies this condition. In the
second subset, where the number of resources is precisely equal to half of the number of
resources available, Jobs 3 and 4 are under this subset. Finally, the rest of the jobs that are
not selected from the two subsets will be ignored.

Figure 1a displays a Gantt map of the two subsets. While these two subsets cannot
be processed at the same time due to the limitation of the number of resources available,
the sum of all the jobs in the first subset will be taken as it is (summation of the first
subset = 2). Subsequently, the second subset occupies precisely half the number of resources,
so we take the sum of all the jobs in this subset and divide them by two to completely
fill this resource (summation of the second subset = 12 divided by 2 equals 6). It is worth
noting that if we have more than one resource, these actions will apply to all resources,
and so the maximum total of the two subsets will be chosen as shown in Equation (4).
From Equation (3), the first lower bound equals (2 + 6) + b1 + 9/2c = 13.
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The second lower bound categorizes the set of jobs under two subsets. In the first
subset, where the number of resources exceeds or equals half of the number of resources
available, Jobs 2–4 are inside the subset. The second subset contains the rest of the jobs,
which are 1 and 5. Figure 1b illustrates the Gantt chart of the two subsets. Machine 3 was
idle when the first subset was under process because of the limitation of the number of
resources. Because the jobs in this subset are equal to or exceed half of the number of
resources, it will take half of the summation of the processing time to guarantee that at
least this resource is fully occupied (2 + 5 + 7 = 14, then 14/2 = 7). For the second subset,
if the limitation of the number of machines available is considered, then the summation
of the processing time of this subset will be divided by the total number of machines
(5 + 7 = 12, then 12/3 = 4). Similar to the first lower bound, if we have more than one
resource, these procedures will be applied for all the resources, choosing the maximum total
of two subsets outcome, as it is referred to in Equation (6). From Equation (5), the second
lower bound equals (7 + 4) + b1 + 9/2c = 16.

The third lower bound takes the maximum summation of each job. From Equation (7),
Job 4 has a maximum value equal to 22 because its release date equals 13, and the minimum
processing time of the two machines with 7 units of time and a minimum dependent setup
time equals 2.

3. Modified Harmony Search

The harmony search algorithm (HS) was introduced by Geem et al. [38]. HS is
considered to be one of the metaheuristic algorithms that fall within population-based
evolutions. This algorithm is inspired by the process of producing new musical melodies,
which tries to find perfect harmony notes in a musical orchestra where each musician plays
a note to identify better harmony. Musical performances are repeated to improvise harmony.
The participating musicians act on their instruments to launch tones in their possible
margin, thus creating a set of harmony vectors. In addition, in scheduling optimization,
iterations continue to improve the solution and are evaluated according to their objective
function. In each iteration, the jobs are assigned to the machine in different positions to
generate a solution configuration. Table 4 shows matching terminology for the processes
executed in musical and optimization processes.



Processes 2021, 9, 654 7 of 19

Table 4. Comparison between musical and optimization processes.

Musical Process Optimization Process

Musical harmony Feasible solution
Musical improvisation Iteration

Musical instrument Decision variable
Tone Value of a decision variable

Quality of harmony Objective function

The HS algorithm has been successfully applied to several problems, and several
extensions of the basic algorithm have been also proposed. In addition, Zammori et al. [35]
introduced MHS, which has been successfully applied to manufacturing scheduling prob-
lems on single- and multiple-objective functions. In the following subsections, MHS is
described in detail.

3.1. Initiation of the Parameters

The algorithm parameters are explained as follows:

• The harmony memory size (HMS) represents the number of solutions “rows” in the
harmony matrix, which represents the actual repertoire of the musician.

• The harmony memory consideration rate (HMCR) represents the selection rate for
the new element from the ith column of the harmony matrix HM by considering
the goodness of objective function. This parameter imitates the artist’s behavior,
where most of them tend to reuse parts of the past work “repertoire.”

• The purpose of pitch adjustment rate (PAR) is to select a random job and change its
positions in its neighborhood. Pitch adjustment mimics the slight modification by the
artist of melodies for some notes. PAR is used after a new solution is built and can be
applied to each job position of the solution. In this case, the position of each job can be
modified with PAR probability.

• Large portion recovery (LPR) was introduced by Zammori et al. [35] as a new feature
in MHS. This feature tries to mimic the human nature of a musician, who mixes
different earlier melodies or reuses their large sequence to create new harmonies.

• Saturation is also a new feature that is presented in MHS by Zammori et al. [35].
The purpose of computing saturation is to help the search process escape being
trapped in local optima in which the similarity of HM vectors is tested. When the
value of saturation is equal to zero, all the vectors in HM are different. In addition,
saturation is computed as follows:

Saturation =
Number o f vectors with a copy within the HM

HMS− 1
(8)

• Stopping criterion for the search is when a specific number of iterations is reached
without improvement (No_imp).

The steps for the MHS algorithm are described in Figure 2.
We had nine parameters for our algorithm to control its performance. Three parame-

ters were fixed as long as the algorithm is running, which are the HMS, HMCR, and the
stopping criteria. For pitch adjustment rate (PAR) and the large portion recovery rate
(LPRR) will be redefined in high and low levels. High pitch adjustment (HPAR), low pitch
adjustment (LPAR), high large portion recovery (HLPRR), and low large portion recovery
(LLPRR) will be picked for each rate according to the saturation percentage for each itera-
tion. As stated earlier, saturation is a relationship based on the number of vectors with a
copy within the HM, so we will have two parameters to handle saturation variability: high
saturation (HSat), and low saturation (LSat). In any iteration, if the saturation percentage
is less than the LSat, then the LPRR is equal to the LLPRR, and the PAR is equal to the
LPAR. Otherwise, if the saturation percentage is greater than LSat and smaller than HSat,
the LPRR is equivalent to ULPRR, and the PAR is equal to LPAR. Finally, if the saturation
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percentage is greater than HSat, the LPRR is equal to zero, and the PAR is equal to HPAR.
It is noteworthy that the change in saturation is intended to help the search phase escape
from being stuck in the local optima in which the similarity of HM vectors is checked.

Processes 2021, 9, x FOR PEER REVIEW 8 of 20 
 

 

 

Figure 2. Parameters initialization algorithm. 

We had nine parameters for our algorithm to control its performance. Three param-

eters were fixed as long as the algorithm is running, which are the HMS, HMCR, and the 

stopping criteria. For pitch adjustment rate (PAR) and the large portion recovery rate 

(LPRR) will be redefined in high and low levels. High pitch adjustment (HPAR), low pitch 

adjustment (LPAR), high large portion recovery (HLPRR), and low large portion recovery 

(LLPRR) will be picked for each rate according to the saturation percentage for each iter-

ation. As stated earlier, saturation is a relationship based on the number of vectors with a 

copy within the HM, so we will have two parameters to handle saturation variability: high 

saturation (HSat), and low saturation (LSat). In any iteration, if the saturation percentage 

is less than the LSat, then the LPRR is equal to the LLPRR, and the PAR is equal to the 

LPAR. Otherwise, if the saturation percentage is greater than LSat and smaller than HSat, 

the LPRR is equivalent to ULPRR, and the PAR is equal to LPAR. Finally, if the saturation 

percentage is greater than HSat, the LPRR is equal to zero, and the PAR is equal to HPAR. 

It is noteworthy that the change in saturation is intended to help the search phase escape 

from being stuck in the local optima in which the similarity of HM vectors is checked. 

3.2. Initialization of Harmony Memory 

In this step, a set of HMS solutions is randomly generated. For each solution, the 

objective function is calculated. The equation shows the general structure of HM. This 

memory can be considered a matrix containing a set of harmonies or solutions. During 

this step, harmony memory is generated. Each job is randomly assigned to the position 

Algorithm 1: Parameters Initialization 

 Set HMCR  

 Set Max_Iter /*Maximum number of iterations*/ 

 Set U saturation /*Upper saturation limit*/ 

 Set L saturation  /*lower saturation limit*/ 

 Set LLPRR /*Lower Large Portion Recovery Rate*/ 

 Set ULPRR /*Upper Large Portion Recovery Rate*/ 

 Set LPAR  /*Lower Pitch Adjustment Rate*/ 

 Set UPAR /*Upper Pitch Adjustment Rate*/ 

 Saturation = 0 

 i ← 1;  

 Initialization of the harmony memory(); 

 while  Stopping Criterion not satisfied do 

  if Saturation ≤ L saturation 

   LPRR← LLPRR; 

   PAR← LPAR; 

  Else if  L saturation < Saturation ≤ U saturation 

   LPRR ← ULPRR; 

   PAR ← LPAR; 

  Else if Saturation > U saturation 

   LPRR← 0; 

   PAR ← UPAR; 

  End if  

  Improvisation of new harmony(); 

  Pitch Adjustment and HM Update(); 

 End  

 1 
Figure 2. Parameters initialization algorithm.

3.2. Initialization of Harmony Memory

In this step, a set of HMS solutions is randomly generated. For each solution, the
objective function is calculated. The equation shows the general structure of HM. This
memory can be considered a matrix containing a set of harmonies or solutions. During this
step, harmony memory is generated. Each job is randomly assigned to the position from
its choice list. For each solution, it corresponds to a value of the fitness function as shown
in the following equation:

HM =


x1

1 x1
2 · · · x1

n
x2

1 x2
2 · · · x2

n
· · · · · · · · · · · ·
· · · · · · · · · · · ·

xHMS
1 xHMS

2 · · · xHMS
n

|
|
|
|
|

y1
1 y1

2 · · · y1
m

y2
1 y2

2 · · · y2
m

· · · · · · · · · · · ·
· · · · · · · · · · · ·

yHMS
1 yHMS

2 · · · yHMS
m

|
|
|
|
|

f
(

x1)
f
(

x2)
· · ·
· · ·

f
(
xHMS)

 (9)

where xh
i is the ith job position in the h row, yh

k is a vector that represents the jobs that

processed on machine k in the h rows, and f
(

xh
)

represents the objective function of h row.
Figure 3 shows an example of changing harmony search to harmony memory and

Gantt chart.
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3.3. Improvisation of New Harmony

A new solution is generated by matrix HM using the parameters HMCR, PAR, and LRP
that were defined in Section 3.1. These settings will help the algorithm to obtain local or
global enhanced solutions. The solution is constructed using the following three rules:

3.3.1. Arbitrary Selection

The arbitrary selection process generates a new harmony vector x∗i and y∗j by selecting
them randomly.

3.3.2. Harmony Memory Consideration Rate (HMCR)

The value for HMCR varies between 0 and 1. As mentioned earlier, this imitates the
artist’s behavior of tending to reuse parts of the past work “repertoire.” Each component
in the new harmony vector x∗i and y∗j is determined from the job and sequence on the
machine of ith and jth columns of HM, respectively (with HMCR probability).

The above is illustrated in Figure 4 below:
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3.3.3. Large Portion Recovery (LPR)

As mentioned earlier, instead of replicating a single note at a time, LPR was introduced
to generate new harmonies by reusing entire subarrays of notes, which means that two-
point crossover for the best harmonies available within HM.

The steps for the improvisation of the New Harmony algorithm are given in Figure 5,
and Figure 6 is an example of the large portion recovery.
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3.4. Pitch Adjustment Rate

The procedure of this method is to select a random job and change its position in its
neighborhood. In this case, the position of each job can be modified by PAR probability.
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3.5. Update Harmony Memory and Stopping Criterion

The new solution must be checked for the violation of constraints of the problem. The
new solution is added to harmony memory if it is better than the worst harmony solution
in HM in terms of fitness. Then, the worst solution is removed from HM. If the stopping
criterion is reached, then the search will stop, and the algorithm is completed. Figure 7
shows the flowchart for the modified harmony search algorithm.
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3.6. Tuning of Parameters for MHS

A Taguchi design of L12 analysis is applied to study the effect of MHS parameters.
One instance for each combination n*m*R was generated randomly to conduct the best tune
of the MHS parameters. It is worth noting that the different levels for the generated data
were used in the computational data set generation in the following section. The number
of jobs are n = {30, 40, and 50}, the number of machines are m = {4, 6, and 8}, and the
number of additional resources are R = {1, 2, and 3}. In addition, the average relative
percentage deviation (ARPD) was used as the response variable of factorial analysis.
The test parameters used in this experiment are listed in Table 5 below.



Processes 2021, 9, 654 12 of 19

Table 5. MHS factors and their two levels.

Parameters
Level

Low High

MAX_number_of_REGECT 500 1000
HMRows 10 20

HMCR 0.7 0.9
LPAR 0.01 0.1
HPAR 0.3 0.5
LLPRR 0.01 0.1
HLPRR 0.8 0.9

LSat 0.05 0.2
HSat 0.75 0.95

From Figure 8, it is clear that there are two critical factors, which are Max_number_of
_REGECT, and HMCR. This means that there is a significant effect of these factors on the
MHS performance.
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Based on the results in Figure 8, the recommended values of the different parameters
will be as follows: Max_number_of_REGECT = 1000, HMCR = 0.7, and HMRows = 10.

4. Computational Results

In this study, the MHS algorithm was coded in C and ran on a PC with Intel® Core™
i7-7700HQ CPU @280 GHz and 8 GB of RAM (MSI MS16JD, Taipei, Taiwan).

The performance of MHS was evaluated by conducting extensive experimentations
using different problem instances. A total of 324 instances was generated using different
levels and conditions for each parameter. For each instance, different levels of number
of jobs, number of machines (m), and number of additional resources (R) were generated.
The different levels for the number of jobs are n = {30, 40, and 50}. Three different levels for
the number of machines, which are m = {4, 6, and 8}. Finally, the different levels for the
number of additional resources are R = {1, 2, and 3}.

Table 6 shows the different levels for other parameters for each instance in which
these pentameters are as follows: processing times, setup times, release dates, avail-
able amount of each resource, and resource requirements. As shown in the last column
of Table 6, the ranges for these parameters were adopted from Vallada and Ruiz [39],
Vélez-Gallego et al. [40], and Afzalirad and Rezaeian [36].
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Table 6. The generating conditions of Second test instances.

Group Parameter Range Reference Paper

Processing times U(1, 99)
Vallada and Ruiz [39]Setup times U(1, 9), U(1, 49), U(1, 99), and U(1, 124)

Release dates

U (1, L)
Where L is computed as L = n*ρ*Rf/m

n = number of jobs and m = number of machines
ρ = expected processing time

Release range factor (Rf) = { 0.6, 1.0, 1.4}

Velez-Gallego et al. [40]

The available amount of each resource (AR) U(1, 5)
Afzalirad and Rezaeian [36]

Resource requirements U(0, AR)

The main computational result indicators that are taken into consideration are:

• Average relative percentage deviation (ARPD): average gap “RPD” between the
obtained result;

• Lower bound for all instances with the same level of generation condition.

RPD =

∣∣Algorithm sol − lower bound
∣∣

lower bound
(10)

• CPU running time: consumed time for an algorithm to obtain the final result

The performance of MHS was compared with several algorithms, which have been
proposed in the literature to solve similar problems to the one investigated in this paper.
These algorithms are as follows: the standard simulated annealing (SA), the variable
neighborhood search (VNS), the hybrid two-stage variable neighborhood with simulated
annealing proposed by Al-harkan and Qamhan [41], and the fourth method is the genetic
algorithm (GA) similar to the work of Afzalirad and Rezaeian [36]. Finally, with the help of
the MINITAB V16 software (V16, Minitab, United Kingdom), Taguchi analysis is applied
to the different algorithms to guarantee that these algorithms are also fine-tuned in their
parameters fairly well. A summary of the main parameters and their levels is shown in
Table 7.

Table 7. The main parameters of other different algorithms.

Algorithm Parameter Considered Values Selected Values

SA

Initial temperature 100–1000 100
Cooling rate 0.009–0.09 0.09

Stopping condition Number of nonimprovements
(150–300) 300

VNS
Number of neighborhoods 10–20 10

Number of nonimprovements in the local search 150–300 300

HTVN-SA

Initial temperature 100–1000 100
Cooling rate 0.009–0.09 0.09

Number of neighborhoods 10–20 10
Number of nonimprovements in the local search 150–300 300

GA

Population size 40, 50, 60 50
Crossover rate (Pc) 0.6, 0.75, 0.9 0.75
Mutation rate (Pm) 0.05, 0.15, 0.25 0.25
Stopping condition Maximum iterations (120, 170, 220) 220

The computational results are summarized in Figures 9–12, in which the perfor-
mance of the MHS algorithm was compared with those of the other four metaheuristics.
In Figure 9, the comparison was conducted using the different levels of setup times. The re-
sults show that ARPD increases with the increase of the setup time and the number of jobs,
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which indicates that both the setup time and number of jobs are significant parameters.
In addition, the deviation among all algorithms in the ARPD increases as long as the
setup time and number of jobs increase. Figure 9 also indicates that the two-stage hybrid
variable neighborhood search with simulated annealing (TVNS-SA) and SA outperform
the MHS regarding ARPD for the instances that have a setup time range between (1 and 9),
(1 and 49), or (1 and 99) and the number of jobs equals 30 or 40. However, when the setup
time range is bigger than these ranges, the MHS outperforms the TVNS-SA. In Figure 10,
the range of release times is used for comparison. The figures show that ARPD decreases
with the increase of RF while n was not a significant parameter for the ARPD. The number
of machines and the number of resources were used for comparison in Figures 11 and 12.
In these two figures, ARPD increases with the increase of m and r. There was also a slight
increase in n as well; however, it is not a significant parameter. These figures show that
the MHS algorithm outperforms all metaheuristic algorithms with respect to objective
function values.
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With the help of the MINITAB V16 software (V16, Minitab, United Kingdom), a paired
t-test was used to test the difference between the performances of MHS and TVNS-SA
due to their close performance, as indicated in Figures 9–12. Figures 13 and 14 show that
with a 95% confidence interval, the difference between the performances of MHS and
TVNS-SA could not be zero. This fact shows that the performances of MHS and TVNS-SA
are significantly different.
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Figure 15 shows the CPU time required by each algorithm. It is clear that the proposed
MHS was able to obtain the exact solutions in reasonable CPU times. In addition, it was
able to outperform the other three metaheuristics with respect to CPU time. One of
the reasons why is HS used all the vectors in the Harmony Memory in each iteration,
while GA used only two parents in each iteration. Due to this, it was shown that the CPU
is less. In addition, an HS feature is that it reaches a better solution with a lesser number
of functions.
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Figure 15. Computational CPU running times for algorithms.

It is worth mentioning that most of the previous studies from the literature used
ARPD and CPU time as the only performance indicators, while this study added the overall
percentage of different algorithms as a new indicator (Figure 16). There is a difference
between ARPD and the overall percentage of different algorithms. ARPD provides the
best average percentage deviation from the lower bound, while the overall percentage of
different algorithms provides the comparison between the different algorithms concerning
its number of instances for which the algorithm gave better solutions than the other divided
by the total number of instances. In our study, we have about 324 instances, and according
to the ARPD, it can be concluded that the MHS outperforms all the other algorithms (see
Figures 9–12). However, if we count the number of instances for which the algorithm gave
better solutions than the other, the MHS had about 136 instances from 324 (42%), so it
is recommended to add an overall percentage of different algorithms as a performance
indicator besides ARPD in future studies.
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HS has a good exploration of in-depth searching in the local optimal solution and
exploitation, which search criteria in a wider range even if it moves from the local optima
solution. From the result of the overall percentage of different algorithms, it achieved 42%
but at the same time having a small deviation. It is worth noting that MHS gathered both
HS and GA in large portion recovery, and this is to ensure the criteria of good exploration
and exploitation. In addition, one of the limitations is that as long as the number of jobs
and setup time increase, the deviation in the ARPD also increases.

5. Conclusions

In this study, an adopted harmony search approach was developed to minimize the
makespan for unrelated parallel machines with multiple renewable resources, sequence-
dependent setup times, and release date constraints. The performance of the MHS algo-
rithm was compared with those of several other algorithms such as variable neighborhood
search (VNS), two-stage hybrid variable neighborhood search with simulated annealing
(TVNS-SA), simulated annealing (SA), and genetic algorithm (GA). The proposed MHS
algorithm was able to outperform the other four metaheuristics whether the parameter
was significant or not with respect to the average relative percentage deviation (ARPD).
It performed best within a large number of jobs, so it is therefore recommended in cases
of problems that have a large job number. In addition, MHS outperformed the other four
algorithms with respect to CPU time, which is essential and practical in problem solving.
Benchmarking data in previous studies were for lower ranges, while in the current study,
the benchmarking data were for a much higher range, which closely simulates practical
problems. Future work can use the data in the current study to compare with the previ-
ous ones. The deviation of the ARPD increased with the increase of the job number and
the setup time. This can be one of the potential ideas for future work by the use of an
optimization method while adopting some useful algorithms knowledge.
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