1. Introduction

Mathematical optimization is the selection of the best element in a set with respect to a given criterion. Optimization has become one of the most commonly used tools in modern control theory to compute control laws, adjust the controller parameters (tuning), estimate unmeasured states, find suitable conditions to fulfill a given closed-loop property, carry out model fitting, among others. Optimization is also used in the design of fault detection and isolation systems, due to the complexity of automated installations and to prevent safety hazards and huge production losses that require the detection and identification of any kind of fault, as early as possible, as well as the minimization of their impacts by implementing real-time fault detection and fault-tolerant operations systems where optimization algorithms play an important role. Recently, it has been proved that many optimization problems with convex objective functions and linear matrix inequality (LMI) constraints can be solved efficiently using existing software, which increases the flexibility and applicability of the control algorithms. Therefore, real-world control systems need to comply with several conditions and constraints that have to be taken into account in the problem formulation, which represents a challenge in the application of the optimization algorithms.

This special issue aims at offering an overview of the state-of-the-art of the most advanced (online and offline) optimization techniques and their applications in control engineering.

2. Papers Presented in the Special Issue

The first paper, presented by López-Estrada et al. [1], offers an extensive review of the three main topics covered in this special issue. This literature survey presents different methodologies for analysis and control, observer synthesis, and fault-related strategies for convex systems under different representations: Takagi–Sugeno fuzzy models, linear parameter varying (LPV), and quasi-LPV systems.

Zhao et al. [2] perform an analysis on the selection of the length of the control horizon for a linear model predictive control, with application to steam/water loops in large-scale watercraft/ships, with an emphasis on the performance and computational complexity of the algorithm.

Aydin Mühürcü [3] considers a combination of a feed-forward artificial neural network (FFANN) and an artificial bee colony (ABC) optimization algorithm to ensure the settling time of a second-order system. The FFANN is the nonlinear control structure adopted for a buck converter and its parameters are optimized using the ABC algorithm.
Gutierrez-Carmona et al. [4] analyze the performance of a nonlinear dissipative observer for a tubular reactor. They show that, by simple considerations in the boundary conditions, the observer’s convergence is improved regardless of the presence of perturbations. The sensor locations acquire physical meaning, and by simple numerical manipulations, the inflow perturbations can be estimated numerically.

Son and Du [5] develop a reliable thermal management system to predict and monitor precisely the thermal behavior of lithium-ion batteries. First, an iterative optimization algorithm corrects the model by incorporating the errors between the measured quantities and the model predictions. Then, an optimization-based fault detection and diagnosis algorithm provide a probabilistic description of the occurrence of possible faults, while taking into account the uncertainties.

Fan et al. [6] present a profile monitoring methodology that includes model fitting and statistical process (SP) control. In this paper, the authors consider non-linear profiles with correlated within-the-profile observations. Three profile models were studied: a traditional one (polynomial regression) but with added autoregression structure, and two known from the theory of non-linear regression, but relatively unknown for SPC practitioners.

Dong et al. [7] present a methodology to assess a specific critical avionic system: the integrated modular avionics (IMA) system. This methodology is derived from a model-based safety analysis performed using the AltaRica 3.0 modeling language. Moreover, the authors present a design optimization of the IMA system.

Zeng et al. [8] present a fault diagnosis and isolation method for gas turbines. First, the measured aerodynamic parameters are decomposed using the kernel principal component analysis. Then, they construct the Hotelling-$T^2$ ($T^2$) statistic, which is the application of the $T$-statistic in multivariate analysis in the principal space and squared prediction error (SPE) statistics in the residual space. Finally, they calculate the parameters’ sensitivity to the $T^2$ and SPE statistics to locate the fault.

Piprek et al. [9] provide a sampling approach to approximate the chance constraints in the formulation of optimal control problems for stochastic dynamical systems to capture rare events. The applicability of the proposed approach is demonstrated in a battery charging-discharging problem.

Khanum et al. [10] describe an interesting algorithm approach for improving global search minimum optimizations and compare multiple existing algorithms to assess their ability to find optimal parameters for various functions.

Morán-Durán et al. [11] propose the use of a trained neural network to predict and control the voltage of a proton-exchange membrane (PEM) fuel cell. The approach uses principal component analysis (PCA) to reduce the dimensionality, aiming to eliminate non-significant variables with respect to the control objective.

Nguyen et al. [12] present the design of a bilinear model-based predictive control for the three-degrees-of-freedom model of an underactuated ship affected by uncertain disturbances. The bilinear model of the ship is obtained by linearizing each nonlinear model section and the uncertain components and random disturbances of the model are compensated with a state estimator.

Allawi et al. [13] report a novel fine-tuning meta-heuristic algorithm to solve global optimization problems. Also, the proposed algorithm has been validated by comparing it with some featured meta-heuristic optimization algorithms over different benchmark test functions.

Shin et al. [14] discuss a holonic-based mechanism for self-learning factories based on a hybrid-learning approach which is designed to obtain predictive modeling ability in both data-existent and data-absent environments via accommodating machine learning and transfer learning.

Ionescu et al. [15] study the case of an optimization method that considers short-term and long-term cost objectives. The problem of cost-effective optimization of the system’s output is studied in a multi-objective predictive control formulation and applied to a windmill park case study.

Zeng et al. [16] provide a method that uses a hybrid filter for fault diagnosis in a gas turbine. The hybrid filter is based on the unscented Kalman filter and a particle filter with optimized weight.
It estimates the health parameters of the rotor components and builds a model in order to give a prediction for fault diagnosis.

Hernández et al. [17] characterize the high viscosity gas-liquid intermittent flows by detrended fluctuation analysis. Specifically, the authors investigated the long-term evolution of highly viscous two-phase pipe flows of glycerin/air blends. Then they apply a detrended fluctuation analysis of pressure measurements at various positions along the flow line to extract long-range correlations.

Albalawi and Zaid [18] introduce the application of a model-based predictive control algorithm to control and improve the performance of a grid-tied neutral-point-clamped 3-\(\varphi\) transformerless inverter powered by a photo-voltaic panel. The controller considers the filter elements, as well as the internal impedance of the grid.

Zheng et al. [19] establish a generalized proportional hazard model to exploit the monitoring condition information of a relay protection equipment to ensure the safe and stable operation of a power system.

Navarro et al. [20] propose a method to detect, locate, and estimate the magnitude of leaks in a pipeline using only flow rate and pressure head measurements at both ends of the pipe. The method develops a mathematical model that builds an observer ensemble using genetic algorithms.

Liu and Lü [21] focus on an approach for fault diagnosis of the blocking diesel particulate filter based on spectral analysis of the instantaneous exhaust pressure. The method is validated experimentally.

Kaid et al. [22] develop a two-step robust deadlock control approach based on Petri nets for automated manufacturing systems where the structural complexity of the Petri net supervisors is minimized.

Cui et al. [23] provide the infrastructure and mathematical tools necessary to face the detection of active distribution networks faults with a wide range of converter interfaces and, therefore, their protection.

Pour et al. [24] present an economic reliability-aware model predictive control based on a finite horizon stochastic optimization problem with joint probabilistic constraints for the management of drinking water transport networks.

Martínez-García et al. [25] propose a discrete-time interval observer for a class of discrete-time parametric uncertain systems modeled in the Takagi–Sugeno form, where the perturbation vector is considered to be unknown but bounded, to estimate state variables and actuator faults.

Tran et al. [26] provide a tuning method for a fuzzy proportional-integral-derivative controller based on a modified genetic algorithm that can speed up convergence and save operation time by neglecting the chromosome decoding step.

Lu et al. [27] study the safety performance of the fly-by-wire system of an aircraft. The safety analysis is based on stochastic simulations of a Simulink model. The Simulink model represents the nominal operation of the system, extended with failure mode. The safety requirements of the system are defined by presenting the thresholds of system performance metrics.

3. Conclusions

We believe that the papers in this special issue reveal an exciting area that can be expected to continue to grow in the very near future, namely, the use of advanced optimization strategies in engineering applications. The pursuit of work in this area requires expertise in control engineering as well as in systems design and numerical analysis. We hope that this issue helps to bring these communities into closer contact with each other, as the fruitfulness of collaboration across these areas becomes clear.

Finally, we would like to acknowledge the enthusiastic effort of all the authors, reviewers and editorial staff who have participated in this special issue.
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