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Abstract: In this research, we performed energy and exergy assessments of a solar driven power
plant. Supercritical carbon dioxide (S-CO2) Brayton cycle is used for the conversion of heat to work.
The plant runs on solar energy from 8 a.m. to 4 p.m. and to account for the fluctuations in the
solar energy, the plant is equipped with an auxiliary heater operating on hot combustion gases from
the combustion chamber. The capital city of Saudi Arabia (Riyadh) is chosen in this study and the
solar insolation levels for this location are calculated using the ASHRAE clear-sky model. The solar
collector (central receiver) receives solar energy reflected by the heliostats; therefore, a radially
staggered heliostat field is generated for this purpose. A suite of code is developed to calculate
various parameters of the heliostat field, such as optical efficiencies, intercept factors, attenuation
factors and heliostat characteristic angles. S-CO2 Brayton cycle is simulated in commercial software,
Aspen HYSYS V9 (Aspen Technology, Inc., Bedford, MA, USA). The cycle is mainly powered by
solar energy but assisted by an auxiliary heater to maintain a constant net power input of 80 MW
to the cycle. The heliostat field generated, composed of 1207 rows, provides 475 watts per unit
heliostat’s area to the central receiver. Heat losses from the central receiver due to natural convection
and radiation are significant, with an average annual loss of 10 percent in the heat absorbed by the
receiver. Heat collection rate at the central receiver reveals that the maximum support of auxiliary
heat is needed in December, at nearly 13% of the net input energy. Exergy analysis shows that the
highest exergy loss takes place in the heliostat field that is nearly 42.5% of incident solar exergy.

Keywords: S-CO2 Brayton cycle; energy and exergy analysis; solar tower power system; heliostat field;
improved heat recuperation; optical efficiency

1. Introduction

Today’s world is witnessing significantly growing demand for energy due to increased industrial
activities all around the world. On the other hand, the increased consumption of fossil fuel results in
the rapid depletion of fossil reserves, which is seriously damaging the global environment. As a result,
the global temperature is increasing, which affects the melting rate of glaciers, therefore unprecedented
climate change and floods are being experienced by the world. Recent decades have seen increased
interest in exploitation of renewable energy resources by the scientific community, such as solar
energy, wind energy and tidal energy. Among various forms of renewable energy resources,
power plants operating on concentrated solar energy have high potential to replace completely
or support conventional heat sources of the Brayton cycle and Rankine cycle.

Among various known concentrated solar power systems, like linear Fresnel collector and
parabolic trough, central receiver solar thermal power systems (STPS) have a capability of achieving
higher receiver temperatures, resulting in higher turbine inlet temperatures and thus higher thermal
efficiencies [1,2]. STPS mainly consists of hundreds of reflectors (heliostats), a central receiver, and heat
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storage, which provide heat to the working fluid of the power cycle. Incident solar energy is reflected
by the heliostat field to the central receiver, which absorbs and transfers it to the energy conversion
cycle, typically a Rankine cycle or a Brayton cycle.

Literature review revealed various studies and investigations on solar thermal tower type power
plants to improve the layout of the heliostat field, resulting in better heat collection rate and storage
technologies [3–5]. Praveen performed analysis and assessed the potential of solar energy in various
cities of the Kingdom Saudi Arabia (KSA) [6]. Atif and Al-Sulaiman did thermodynamic assessment
of solar driven Brayton cycle for six different locations in KSA [7]. Han et al. investigated a solar
integrated coal-fired power plant under various load condition and suggested the improvements in
overall performance of the plant with reduced pollutant emissions [8].

The heliostat field is considered the most expensive part of the whole system; therefore, much research
is available in the literature for its performance improvements. Noone et al. studied a bioinspired layout
resembling the spirals of phyllotaxis disc pattern [9]. Time and cost needed to compute performance
parameters of hundreds of heliostats in the field was addressed by Besarati and Goswami, who suggested a
method to eliminate needless calculations of shadowing and blocking factors for heliostats not affected by
shadowing and blocking [10]. Collado and Guallar [11] suggested a method for optimized positioning of
heliostats in the field. They developed a famous set of codes named Campo for this job. Later, they presented
a novel method for fast calculations of flux distribution on the receiver [12]. Recently, an in-depth review on
several software and codes developed over last five decades was presented by Cruz et al. [13].

The energy absorbed by the central receiver is transferred to a power generation cycle and efficient
conversion of heat to electricity is an issue of global interest. In the current investigation, supercritical
carbon dioxide (S-CO2) Brayton cycle is used as the power generation cycle integrated with the solar
receiver. This cycle has gained significant attention in past few decades due to its capability of achieving
high thermal efficiencies at low to medium temperature source [14,15]. In this cycle, CO2 is operated
above its critical point (T = 31 ◦C, P = 7.37 MPa), and benefits from the drastic increase in the density
near its critical point, which significantly cuts the compression work.

S-CO2 Brayton cycle was initially introduced by Feher [14] and Angelino [15] in 1960, but it
received full attention from the scientific community in 2004 after Dostál [16] refined the configurations
integrated with nuclear reactors. Among various configurations found in the literature, recompression
cycles are known to take maximum advantage of the rapid increase in CO2 density near the critical point,
and so provide better thermal efficiency in comparison to other configurations [16–19]. Besides better
thermodynamic performance, other advantages of using S-CO2 include: (a) safety as it is a stable,
nontoxic, noncombustible and abundantly available [20]; (b) requires small-sized turbomachinery that
increases plant compactness and low capital cost [21–24]. Recently, Shi et al. suggested an efficient
method to optimize the design of an S-CO2 centrifugal compressor operating at low speed but high
pressure ratio [25]. Wang et al. did a numerical investigation on aerodynamic performance of S-CO2

and air radial-inflow turbines with various structural solidity [26].
Kulhánek and Dostál [27] and Moisseytsev and Sienicki [28] suggested that the recompression

cycle with partial cooling has the highest thermodynamic performance. On the other hand,
recently, Siddiqui et al. did energy and exergy performance assessments of S-CO2 Brayton cycles [29].
They performed analysis on different layouts of Brayton cycle, including simple, recompression,
and recompression with partial cooling, and proposed an improved layout of recompression Brayton
cycle with partial cooling in which heat recuperation was improved.

S-CO2 Brayton cycles integrated with a solar power tower have received much attention in the
past few years. This is mainly due to the S-CO2 capability to achieve considerably high thermal
efficiencies at temperatures above 500 ◦C in comparison to conventional Rankine cycles [16,20,30].
In 2015, Al-Sulaiman and Atif [31] assessed various configurations of S-CO2 Brayton cycles driven
partly on solar energy. Recently, Gao et al. [32] conducted an investigation on a solar powered
S-CO2 recompression Brayton cycle combined with organic Rankine cycle (ORC). Sing et al. [33]
performed a dynamic simulation of S-CO2 Brayton cycle powered by parabolic trough solar collectors.
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A comparative study on the performance of S-CO2 Brayton cycles combined with bottoming cycle
was done by Chacartegui et al. [34]. They showed that S-CO2 Brayton cycles with bottoming ORC has
higher thermal efficiency in comparison to superheated steam cycles for equivalent incident radiation.
Siddiqui et al. performed energy and exergy analysis on S-CO2 Brayton cycles in cascade configuration.
They used its cold energy and used it as a heat sink for the bottoming cycle to improve the overall
thermal efficiency of the plant [35]. A comprehensive and valuable review on a power generation
cycle utilizing supercritical carbon dioxide as working fluid was presented by Crespi et al. [36].
They discussed advantages and disadvantages of various configurations from standalone cycles
to combined-cycle layouts. Reyes-Belmonte et al. [37] performed optimization of a recompression
supercritical carbon dioxide cycle power by CSP using dense gas–particle suspension as the heat
transfer fluid in the receiver.

Literature review suggests that solar-powered energy conversion systems are now almost matured.
There are several such projects using solar tower type solar thermal receiver that are either already
installed and operational or under development phase [38]. In this study, we chose a layout of S-CO2

Brayton cycle with improved heat recuperation, recently proposed by Siddiqui et al. [29]. We powered
this configuration mainly with solar energy and performed detailed energy and exergy analysis.

2. Materials and Method

2.1. System Configuration and Key Concepts

This section highlights the basic structure of the work presented in the article. Energy and exergy
assessment of S-CO2 Brayton cycle, powered by solar energy, is presented. The recently proposed
layout of S-CO2 Brayton cycle by the authors is considered, i.e., recompression Brayton cycle with
partial cooling and improved heat recovery (RBC-PC-IHR) [29]. The configuration of the cycle is shown
in Figure 1. The stream leaving the low temperature recuperator, LTR, (state 5) is cooled (state 6) and
compressed (state 7) in the first stage of the main compressor (C1). The stream leaving the compressor
is divided into two parts: one stream (stream 7b) is cooled (state 8) and compressed (state 9) to the
cycle’s high pressure, and then flows to a medium temperature recuperator (MTR) to recover the heat;
whereas the other stream (stream 7a) recovers heat in LTR (state 11) prior to compression to the cycle’s
high pressure in compressor C3. Streams leaving compressor C2 (state 12) and MTR (state 10) are
mixed and move to high temperature recuperator, HTR, to recover the heat prior to heating through
the solar central heater (receiver). The receiver, sitting on the top of a tower, receives solar energy
reflected by the heliostat field. The heat input to the cycle from the receiver varies due to variation in
the incident solar energy throughout the day. Therefore, an auxiliary heater, powered by a combustion
chamber, is added to maintain a constant heat input to the cycle.

The work presented in the first part of the article deals with the mathematical model to generate a
preliminary heliostat field in a radially staggered configuration. The generated field was assessed for
its optical efficiency, heat collection rate by the receiver and associated parameters. Monthly averaged
heat input to the receiver from the field is computed. The second part deals with the simulation
of the power cycle, RBC-PC-IHR, which was simulated in commercial software, Aspen HYSYS V9
(Aspen Technology, Inc., Bedford, MA, USA). Finally, the detailed analysis was conducted to assess the
energetic and exergetic performance of the system.
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Figure 1. Layout of the solar powered S-CO2 Brayton cycle integrated with an auxiliary heater to
maintain a constant net power output from the cycle. T, C1, C2, C3, HTR, MTR and LTR represent the
turbine, compressor 1, compressor 2, compressor 3, high temperature recuperator, medium temperature
recuperator and low temperature recuperator, respectively.

2.2. Solar Radiation Model

ASHRAE clear-sky model was used to calculate the solar insolation level for any given instant [39].
The model predicts the solar intensity received by a surface of unit area placed normal to sun rays,
and is given by:

DNI = Ae[(−e−0.0001148(Z))( B
sinα )] (1)

where DNI denotes direct solar radiation in W/m2. Z represents the altitude of the location of interest.
A and B are solar parameters for apparent solar irradiation beyond the atmosphere and atmospheric
extinction coefficient, respectively. Their values are provided by ASHRAE only for the 21st day of
each month, as shown in Table 1. Therefore, linear interpolation was used to obtain values for the
other days.

Table 1. ASHRAE clear-sky model data for the 21st day of each month [39].

Month A (W/m2) B

January 1230 0.142
February 1215 0.144

March 1186 0.156
April 1136 0.18
May 1104 0.196
June 1088 0.205
July 1085 0.207

August 1107 0.201
September 1151 0.177

October 1192 0.16
November 1221 0.149
December 1233 0.142

The variable α in Equation (1) represents the solar altitude angle and can be calculated from [40]:

sinα = sin l sin δ+ cos lcosδ cos H (2)
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where l is the latitude of the location of interest, δ is the declination angle of the sun and H is the hour
angle. Variables δ and H are calculated via the following equations [40]:

δ = 23.45 sin
[
(284 + N)

360
365

]
(3)

where N is the day number with counting starting from 1 January and ending on 31 December,
i.e., 1 ≤ N ≤ 365. H is the angular measurement of the local solar time (LST) and is given by following
set of equations [40]:

H = (12− LST)(15o) (4)

LST = Local Standard Time− (LL − LS)

(
4

min
degW

)
+ EOT (5)

EOT = 9.87 sin(2BN) − 7.53 cos BN − 1.5 sin BN (6)

BN = 360(N − 81)/365 (7)

where LS is the standard meridian of local time zone and LL is the longitude of the location of interest.
EOT is the equation of time. Direct solar irradiation (GD) falling on a surface of any arbitrary orientation
can be calculated as

GD = (DNI)(cosθ) (8)

where θ is the angle of incidence between sun rays and the normal to the surface.

2.3. Heliostat Positioning Model

To reflect the solar incident radiation on heliostat to receiver, the heliostat position is controlled by
its characteristic angles (tilt angle, β, and surface azimuthal angle, φH). These angles can essentially be
obtained using basic laws of reflection; i.e., the angles of incidence and reflection are equal and the
incident ray, the reflected ray and the reflector (heliostat) unit normal lie in the same plane. Based on
the basic unit vectors shown in Figure 2 and following basic laws of reflection, we may write

→

R ×
→

H =
→

H ×
→

S (9)

where
→

H represents the heliostat surface normal vector.
→

R and
→

S are unit vectors directing receiver and
sun from the heliostat, respectively. Thus, the heliostat tilt angle (β) and surface azimuthal angle (φH)

can be calculated using unit normal vector
→

H.
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The Cartesian components of unit vector
→

S depend on the latitude l of the location, the solar hour
angle h, and the declination angle δ [41].

Sx = − cos h sin l cos δ+ cos l sin δ (10)

Sy = sin h cos δ (11)

Sz = cos h cos l cos δ+ sin l sin δ (12)

The components of the vector representing the relative position of a heliostat with respect to the

receiver,
→

R, can be described as

Rx =

 XR −XH√
(XR −XH)

2 + (YR −YH)
2 + (ZR −ZH)

2

 (13)

Ry =

 YR −YH√
(XR −XH)

2 + (YR −YH)
2 + (ZR −ZH)

2

 (14)

Rz =

 ZR −ZH√
(XR −XH)

2 + (YR −YH)
2 + (ZR −ZH)

2

 (15)

where X, Y, and Z denote the coordinates of the midpoint of the receiver and the heliostat,
respectively, whereas, subscript R is for the reflector and H is for the heliostat. The vector components

of
→

H can be obtained using Equation (9):

Hx =

 |Sz + Rz|√
(Sx + Rx)

2 +
(
Sy + Ry

)2
+ (Sz + Rz)

2


(

Sx + Rx

(Sz + Rz)

)
(16)

Hy =

 |Sz + Rz|√
(Sx + Rx)

2 +
(
Sy + Ry

)2
+ (Sz + Rz)

2


(

Sy + Ry

(Sz + Rz)

)
(17)

Hz =
|Sz + Rz|√

(Sx + Rx)
2 +

(
Sy + Ry

)2
+ (Sz + Rz)

2
(18)

Using vector algebra, the heliostat tilt angle can easily be obtained from

β = cos−1 Hz (19)

The heliostat azimuthal angle is defined with reference to south with clockwise measurements
considered positive, thus it is defined as:

φH =



π− tan−1
∣∣∣∣Hy
Hx

∣∣∣∣ if (Hx > 0
∣∣∣∣ Hy ≥ 0)

tan−1
∣∣∣∣Hy
Hx

∣∣∣∣ if (Hx ≤ 0
∣∣∣∣ Hy > 0)

− tan−1
∣∣∣∣Hy
Hx

∣∣∣∣ if (Hx < 0
∣∣∣∣ Hy ≤ 0)

−π+ tan−1
∣∣∣∣Hy
Hx

∣∣∣∣ if (Hx ≥ 0
∣∣∣∣ Hy < 0)

(20)
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Finally, the incidence angle of sun rays on the heliostat using vector algebra with

θ = cos−1(
→

H.
→

S) (21)

2.4. Heliostat Field Generation

This section describes the model equations and its deployment to the generation of the heliostat
field. A radially staggered heliostat field layout was selected for this study due to its simplicity
and availability of validated models in the literature. In this layout, heliostats are spread in radially
staggered fashion surrounding the solar receiver tower. Refer to Figure 3 for the description of
essential variables.
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The characteristic diameter DH of a heliostat with an imaginary diameter of a circle enclosing
heliostat and is defined as:

DH =

√
1 + (LW/LH)2

× LH (22)

where LW and LH denote the width and height of the heliostat, respectively. The characteristic
diameter used for the generation of field layout is generally slightly larger than DH; this allows extra
security space between adjacent heliostats and is defined as follows:

DM =


√

1 +
(LW

LH

)2
+ ds

× LH (23)

or
DM = DH + dsep (24)
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where dsep = ds× LH, represents the extra security spacing. The minimum radial spacing between the
staggered heliostat ∆Rmin is a function of DM and can be defined as:

∆Rmin = DM cos 30o (25)

The azimuthal spacing ∆α is defined following Collado and Guallar [11]. This represents an
angular spacing between adjacent heliostat and is fixed for a given zone of heliostat field. A zone is
composed of several rows of heliostat with equal azimuthal spacing. For the first zone, it is defined as:

∆α1 = 2 sin−1(DM/2R1) � DM/R1 (26)

where ∆α1 is the angular spacing for zone 1, R1 is the radial distance of the first row from the receiver
tower. It is obvious that increasing row number will increase the angular distance between the heliostats
and when this distance is large enough to accommodate additional heliostats, a new zone is defined
with reduced angular distance:

∆αi = ∆αi−1/2 (27)

where subscript i represents the zone number, starting from i = 2.
The number of rows in each zone is calculated following Collado [11] as:

Nrowsi =
Ri+1 −Ri

∆Rmin
� round

(
2i−1 R1

∆Rmin

)
(28)

where subscript i represents the zone number, starting from i = 1. Nrowsi represents the total number
of rows in the ith zone. As the row number is an integer number, the quotients are rounded off.

The number of heliostats in each row of zone 1 or the radius of the first row of zone 1, R1, are obtained
as [11]:

Nhel1 =
2π

∆α1
=

2πR1

DM
⇒ R1 =

Nhel1 ×DM
2π

(29)

where Nhel1 is the number of heliostats in each row of zone 1. It should be noted that R1 may be
controlled by fixing Nhel1 and DM; thus, once R1 is fixed, the number of heliostats for each row in rest
of the zones is obtained as:

Nheli =
2iπR1

DM
(30)

where Nheli represents the number of heliostats in each row of the ith zone. This equation is valid for
i = 2 or above.

Starting radii of the first row for the rest of the zones are defined as [42]:

Ri = max((2Ri−1), (Ri−1 + (Nrowsi−1 − 1)∆Rmin + ∆Rmin)) (31)

where signifies the zone number, starting from i = 2.

2.4.1. Optical Efficiency of the Heliostat Field

Optical efficiency of the heliostat field represents the fraction of net power absorbed by the
receiver to the net power incident on the field. The instantaneous optical efficiency of a heliostat can be
described as

ηopt(XH, YH, t) = ρ cosθ(XH, YH, t) fat(XH, YH) fsb(XH, YH, t) fitc(XH, YH, t) (32)

where ηopt(XH, YH, t) is the instantaneous optical efficiency of a heliostat in the field placed at (XH, YH).
The variable ρ is the reflectivity of the heliostat surface; θ(XH, YH, t), fsb(XH, YH, t) and fitc(XH, YH, t)
represent instantaneous solar incidence angle, blocking and shadowing factor and intercept factor
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associated with a heliostat located at (XH, YH) on the ground. Blocking and shadowing factor accounts
for the percentage of sun rays blocked and not reaching the heliostat and the percentage of reflected
rays blocked not reaching the receiver because of adjacent heliostats; this factor is not calculated in
the current study; however, for a heliostat field layout its values are between 0.94 and 0.95 (annual
average) [10,43]. The variable fat(XH, YH) is the attenuation factor accounting for the amount of
reflected energy scattered and absorbed by the atmosphere before it reaches the receiver and is
described as [44,45]:

fat(XH, YH) = 0.99321− 0.0001176Srec + 1.97× 10−8S2
rec (33)

if Srec ≤ 1km

else
fat(XH, YH) = exp(−0.0001106Srec) (34)

where Srec is the slant distance between receiver and a heliostat and can be calculated using Pythagoras
theorem as

Srec =

√
(XR −XH)

2 + (ZR −ZH)
2 (35)

The intercept factor fitc(XH, YH, t) in Equation (32) is a significant parameter that describes the
fraction of reflected rays intercepted or received by the receiver. In general, reflected rays diverge
as they travel away from heliostat, thus increasing the distance between the heliostat and receiver
increases the scattering of rays, which results in the leakage of energy flux at the receiver. The HFLCAL
model [46] is used to estimate this parameter; this assumes that the reflected energy flux is distributed
normally in a circle of radius r with center at the middle of the receiver’s plane, and is given as

fitc(XH, YH, t) =
1

2πσtot2

∫
xR

∫
yR

exp

−x2
R + y2

R

2σtot2

dyRdxR (36)

where the integrand represents the normal distribution of energy flux on the receivers’ plane xR and
yR are coordinates on the receiver plane. The variable σtot is the standard deviation of the normal
distribution and is given as [42]

σtot =

√
S2

rec

(
σ2

sun + σ2
bq + σ2

ast + σ2
t

)
(37)

where σbq, σsun, and σt are error factors for the quality of beam, the sun shape, the tracking, respectively;
σsun, σbq and σt are assumed to be equal to the same constant values used in [42].

The standard deviation of stigmatic effect is calculated as [46]:

σast =

√
0.5

(
H2

t + W2
s

)
4Srec

(38)

where Ht and Ws are image dimensions defined as:

Ht = d
∣∣∣∣∣Srec

f
− cosθ

∣∣∣∣∣ (39)

Ws = d
∣∣∣∣∣Srec

f
cosθ− 1

∣∣∣∣∣ (40)

where is the focal distance of the heliostat and is equal to Srec, and d is the characteristic dimension of
the heliostat and is given as [47]:

d =
√

LW × LH (41)
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where LW and LH are heliostat width and height, respectively. Finally, the instantaneous solar power
(

.
Qrec) absorbed by the central receiver can be calculated as:

.
Qrec = αR ×DNI ×Nhel×AH ×

(∑ j=Nhel

j=1
ηopt

(
XH j , YH j , t

))
(42)

where Nhel represents total number of heliostats in the field, AH is the area of a heliostat αR is
the absorptivity of the receiver material, and DNI denotes instantaneous direct normal irradiation
calculated using Equation (1).

2.4.2. Central Receiver and Heat Losses

Radiative heat losses are estimated using model given by Sheu and Mitsos [48] as:

.
Qrad = FviewARεσT4

R (43)

where Fview is the radiation shape factor (considered equal to one), AR is the surface area of the receiver,
ε is the emissivity of the receiver, σ is the Stefan–Boltzmann constant and TR is the surface temperature
of the receiver.

Convective heat losses are calculated using Newton’s law of cooling as:

.
Qconv = ARhconv(TR − Tamb) (44)

where hconv is convective heat transfer coefficient. It is estimated using the Bejan correlation for a
vertical chamber with natural convection [49] as:

hconv = 0.557 × 10−6
(TR − Tamb

LR

)1/4 [
kW/m2

−K
]

(45)

where LR is the receiver size (vertical height) and Tamb is the ambient temperature of the environment.
Receiver temperature TR is assumed equal to the temperature of S-CO2 at the receiver’s outlet.

2.5. Energy and Exergy Performance Assessments

The authors have previously discussed various configurations and thermodynamic performances
of S-CO2 Brayton cycles [29,35,50]. In the current study, recompression Brayton cycle with partial
cooling and improved heat recovery is selected due to it simple configuration with high thermodynamic
performance. The cycle configuration is shown in Figure 1 with all the necessary state points required
to describe the following mathematical models.

2.5.1. Energy Model

The thermal efficiency of the cycle is calculated as:

ηth =
( .
WT −

.
WC1 −

.
WC2 −

.
WC3

)
/
( .
Qsolin +

.
Qauxin

)
(46)

Here,
.

WT is the turbine power output,
.

WC1,
.

WC2 and
.

WC3 represent power consumed by
compressors C1, C2 and C3, respectively.

.
Qsol_in is the solar power input to the cycle and is defined as:

.
Qsolin =

.
Qrec −

.
Qrad −

.
Qconv (47)

.
Qaux_in is the additional power input from an auxiliary heater, required to maintain a constant net

power output of the cycle, and is defined as:

.
Qaux_in =

.
maux

(
hauxin − hauxout

)
=

.
mT(h1 − h15) (48)
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The power associated with turbine and compressors can be defined as:

.
WT =

.
mT(h1 − h2) (49)

.
WC1 =

.
mC1(h7 − h6) (50)

.
WC2 =

.
mC2(h9 − h8) (51)

.
WC3 =

.
mC3(h12 − h11) (52)

Heat exchanger effectiveness is defined for the total hot stream as [51,52]:

εhot, stream = (h2 − h5)/
(
h2 − h5@(T7,P5)

)
(53)

where h5@(T7,P5) is the enthalpy of the hot stream at the outlet of LTR calculated based on the minimum
temperature that it could achieve [53].

For the solar driven thermal power plant integrated with an auxiliary heater, the degree of fuel
hybridization can be defined as:

fhybrid =
( .
Qauxin

)
/
( .
Qsolin +

.
Qauxin

)
(54)

2.5.2. Exergy Model

Exergy represents the energy that is available in the system to be used. It becomes zero when system
attains equilibrium with its surroundings. The exergy analysis is done to quantify the thermodynamic
imperfection of the process under consideration. This section provides details of exergy modeling of
the complete system.

The total solar exergy input to the heliostat field is defined following Petela [54]:

.
ψsolar = DNI ×Nhel×AH ×

1 +
1
3

( Tre f

Tsun

)4

−
4
3

( Tre f

Tsun

) (55)

where Tsun is the surface temperature of sun’s outer layer and is taken as 5800 K [54], whereas, Tre f is
the reference temperature, which is the ambient temperature of the surroundings and is considered
equal to 298 K.

The net exergy input to the central receiver can be defined as:

.
ψrec =

.
Qrec

(
1−

Tre f

TR

)
(56)

Thus, the amount of exergy loss in the heliostat field can be calculated as:

.
ψloss, heliostat =

.
ψsolar −

.
ψrec (57)

The amount of useful exergy gain by the central receiver is calculated as:

.
ψrec, use f ul =

.
Qsolin

(
1−

Tre f

TR

)
(58)

For the Brayton cycle, the exergy at any state k is calculated as:

.
ψk =

.
mk

(
hk − Tre f sk

)
(59)
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The exergy loss in the central receiver is then calculated as:

.
ψloss,rec =

.
ψrec,use f ul −

( .
ψ15 −

.
ψ14

)
(60)

The exergy input to CO2 in the auxiliary heater is equal to the difference of exergies of combustion
gases at the inlet and the outlet the auxiliary heater and is calculated as:

.
ψaux =

.
ψauxin

−
.
ψauxout

(61)

The net exergy input to the Brayton cycle is then defined as:

.
ψinput,BC =

.
ψrec, use f ul +

.
ψaux (62)

The exergy loss (irreversibility) in the remaining components of the plant is calculated according
to following equations:

.
ψloss, T =

( .
ψ1 −

.
ψ2

)
−

.
WT (63)

.
ψloss, C1 =

.
WC1 −

( .
ψ7 −

.
ψ6

)
(64)

.
ψloss, C2 =

.
WC2 −

( .
ψ9 −

.
ψ8

)
(65)

.
ψloss, C3 =

.
WC3 −

( .
ψ12 −

.
ψ11

)
(66)

.
ψloss, HTR =

( .
ψ2 −

.
ψ3

)
−

( .
ψ14 −

.
ψ13

)
(67)

.
ψloss, MTR =

( .
ψ3 −

.
ψ4

)
−

( .
ψ10 −

.
ψ9

)
(68)

.
ψloss, LTR =

( .
ψ4 −

.
ψ5

)
−

( .
ψ11 −

.
ψ7a

)
(69)

.
ψloss, aux =

( .
ψauxin

−
.
ψauxout

)
−

( .
ψ1 −

.
ψ15

)
(70)

The cooler and intercooler are air cooled; therefore, a portion of exergy input to coolers is
transferred to cooling air as a result of heat transfer. The exergy gain by the cooling air in each cooler
can be approximated as [51]:

.
ψgain,air =

.
mair

[
(hout − hin) − Tre f (sout − sin)

]
air

(71)

The amount of exergy loses by carbon dioxide in each cooler can be calculated as [51]:

.
ψloss,CO2

=
.

mCO2

[
(hin − hout) − Tre f (sin − sout)

]
CO2
−

.
ψgain,air (72)

The net exergy loss in both coolers is equal to exergy loss by the carbon dioxide in each cooler
plus exergy gain by the air from each cooler. This can be calculated as:

.
ψloss,cooler =

( .
ψgain,air

)
Cooler

+
( .
ψgain,air

)
Intercooler

+
( .
ψloss,CO2

)
Cooler

+
( .
ψloss,CO2

)
Intercooler

(73)

2.6. Operating Parameters and Simulation Environment

2.6.1. Solar Radiation, Heliostat Field and Receiver

The mathematical model for solar radiation, heliostat field and receiver discussed in the previous
section, from Equation (1) to Equation (45), was simulated using a suite of codes developed in MATLAB.
A set of subroutines were developed to generate a radially staggered field, which was called in the
main program for calculating instantaneous characteristic angles of the heliostats such that it reflects
the incoming solar beam to the central receiver. Riyadh city (24.7136◦ N, 46.6753◦ E) in Saudi Arabia is
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considered as a location of interest to perform thermodynamic analysis of a solar driven power plant.
Table 2 presents basic design parameters for the heliostat field and receiver.

Table 2. Design parameters of heliostat field and solar central receiver.

Description of Parameter Value Reference

Tower optical height, THT 130 m [55]
Heliostat width, LW 12.3 m [55]
Heliostat height, LH 9.75 m [55]

Extra security distance, dsep 3 m [55]
Receiver diameter, DR 9.44 m [55]

Receiver length, LR 9.44 m [55]
Mirror Reflectivity × cleanliness, ρ 0.88 × 0.95 [56]

Standard deviation of sun shape error, σsun 2.51mrad [56]
Standard deviation of tracking error, σt 0.63 mrad [56]

Standard deviation of beam quality error, σbq 1.88 mrad [55]
Shading and blocking factor, fsb 0.95 [10,43]

Number of heliostats in the first ring of zone 1 17 assumed
Total number of heliostats considered 1207 (22 rows)

2.6.2. S-CO2 Brayton Cycle

S-CO2 Brayton cycle, RBC-PC-IHR, was simulated in the commercial software Aspen HYSYS
V9 (Aspen Technology, Inc., Bedford, MA, USA) using the Peng–Robinson model for state property
calculations. The analysis was done with the following assumptions [7,27,29,51,57,58]:

1. The cycle operates under steady-state conditions with no pressure drop in the pipelines and
heat exchangers.

2. The turbine and compressor isentropic efficiencies are 93% and 89%, respectively.
3. The heat exchanger effectiveness is 95% with a minimum pinch point temperature (∆Tmin) of 5 ◦C.
4. Cooler and intercooler are dry cooled with air as coolant. Energy needed to operate air coolers

is neglected.
5. The cycle maximum pressure is 25 MPa.
6. Compressor inlet temperature and pressure are maintained at 40 ◦C and 7.5 MPa corresponding

to state 8.
7. The turbine inlet temperature is 600 ◦C.
8. Auxiliary heater effectiveness is 90%.
9. The combustion chamber uses methane as a fuel with 300% excess air. This maintains the

temperature of combustion gases at approximately at 673 ◦C.
10. Cycle receives a constant power input of 80 MW.
11. Energy consumed by solar tower auxiliaries is neglected.

3. Results and Discussions

Thermodynamic performance analysis of the power plant was done for daylight hours during
which the plant would operate on solar energy and an auxiliary heat source. To assess the
optical performance of the heliostat field, the data were generated for each heliostat from sunrise
until sunset. The calculations were made for every 15 minutes for each day from 1 January to
31 December. The calculated parameters are solar angles, heliostat characteristic angle, intercept factor,
attenuation factor, solar incidence angle, direct normal irradiation and optical efficiency.

The optical efficiency of the heliostat field represents how effectively incident solar energy is
directed to the target. Instantaneous field optical efficiency is plotted in Figure 4. For the sake of
discussion, plots are shown only for January, April, July and October, at 8 a.m., 12 p.m. and 4 p.m.
It is observed that the heliostats placed on the western side of the tower have higher efficiency in the
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morning, which happens due to a smaller angle of incidence for these heliostats. As the day passes and
sun altitude angle increases, the heliostats change their orientation (tilt and surface azimuth angles)
such that they reflect the solar beam to the tower and so their optical efficiency varies throughout the
day. In the afternoon, the sun is on the western side of the tower; therefore, heliostats placed on the
eastern side of the tower have more contribution in overall optical efficiency of the field.
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The monthly averaged values of optical efficiency and the intercept factor from sunrise until
sunset are calculated and presented in Table 3. The optical efficiency of the field is the lowest in
December, which gradually increases and peaks in the month of June; afterward a gradual decline is
observed for the rest of the months. The annual average optical efficiency of the heliostat field is nearly
59.14%. The intercept factor is an important parameter that represents the fraction of reflected rays
received by the receiver. The monthly averaged values of intercept factors are also shown in Table 3 for
each month and its annual average value of around 99%. Figure 5 represents the monthly averaged
solar energy incident on the field per unit area of the heliostat from 8 a.m. to 4 p.m. From January to
April, the values are slightly higher than rest of the months; however, the annual average direct solar
energy received by the heliostat field is approximately 475 W/m2.
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Table 3. Monthly averaged intercept factors and optical efficiency of the field.

Month Intercept Factor (%) Optical Efficiency (%)

January 98.26 57.45
February 98.81 58.13

March 99.30 58.80
April 99.44 59.52
May 99.51 60.42
June 99.54 61.75
July 99.52 60.99

August 99.47 59.67
September 99.33 59.27

October 98.77 58.27
November 98.28 58.03
December 98.08 57.39

Yearly average 99.02 59.14
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Recompression Brayton cycle with partial cooling and improved heat recovery (RBC-PC-IHR)
layout was selected to assess the performance of the overall system. The authors recently proposed
this layout and reported better thermodynamic performance of RBC-PC-IHR layout over simple
Brayton cycle, recompression Brayton cycle and recompression Brayton cycle with partial cooling
configurations [29]. The power cycle operates on solar energy and an auxiliary heat source, and receives
a constant net thermal power input of 80 MW. The cycle was simulated with a turbine operating
temperature of 600 ◦C and operating pressure adjusted to maintain a minimum pinch temperature
of 5 ◦C. Table 4 shows the energy balance for the power cycle. The thermal efficiency of the cycle is
46.44%; therefore, the cycle’s net shaft power output was approximately 37.15 MW.
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Table 4. Energy balance of the power plant operating at a turbine inlet temperature of 600 ◦C.

Component Energy (MW)

Yearly averaged solar energy incident on the field 132.6
Yearly averaged energy absorbed by the receiver 79.67

Yearly averaged net energy loss in the field and the receiver 60.8
Yearly averaged auxiliary heat requirement 8.2

Turbine power output 59.60
Energy consumed by Compressor 1 9.13
Energy consumed by Compressor 2 4.79
Energy consumed by Compressor 3 8.53

Energy losses in Cooler and Intercooler 28.1 and 14.76 respectively

The energetic and exergetic performance of the plant was done with solar energy input to the cycle
from 8 a.m. to 4 p.m. Thus, the cycle would be operating on solar energy and auxiliary heat source
from 8 a.m. to 4 p.m.; afterwards, only the auxiliary heat source would be utilized. Monthly averaged
estimate of the availability of solar energy during 8 a.m. to 4 p.m. and the requirement of auxiliary
heat is plotted in Figure 6a. The maximum and minimum heat absorbed by the receiver occur in
March (84.42 MW) and December (77.2 MW), respectively. However, on annual basis the average solar
heat absorbed by the receiver is nearly 79.7 MW. Heat lost by the receiver due to natural convection
and radiation is also plotted in Figure 6a. The yearly averaged heat loss from the receiver is 7.8 MW
approximately, which corresponds to approximately 10% of that absorbed by the receiver. As the cycle
is provided a constant net power input of 80 MW, the auxiliary heat required on a monthly basis is
shown in Figure 6a with a minimum 3.77 MW needed in March and maximum 10.5 MW in December.
The net solar and auxiliary heat energy input, in MWh, to the cycle from 8 a.m. to 4 p.m. is also plotted
in Figure 6b.
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Figure 6. (a) Monthly average solar energy absorbed and lost by the receiver due to natural convection
and radiation, along with auxiliary heat supply needed to maintain a net power input of 80 MW to the
cycle. (b) Solar and auxiliary heat input to the cycle in MWh during 8 a.m. to 4 p.m.

The auxiliary heater was operated on hot combustion gases. Methane was used as a fuel in
the combustion chamber with an excess air supply of 300%, which maintains the temperature of
combustion gases at nearly 675 ◦C. The effect of excess air on the combustion temperature and air to
fuel ratio is plotted in Figure 7. These combustion gases were then used to heat the carbon dioxide to
desired turbine inlet temperature of 600 ◦C. The percentage of fuel hybridization and the mass flow
rate of the fuel (methane) needed for steady operation of plant from 8 a.m. to 4 p.m. is plotted in
Figure 8. A minimum 0.64 kg/s and a maximum 1.5 kg/s fuel are required in March and December,
respectively. It is also observed that from 8 a.m. to 4 p.m. the plant operates on nearly 95% solar energy
in March, requiring only 5% of fuel hybridization. On the other hand, nearly 13% fuel hybridization is
needed in July and December.
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Figure 8. Percentage of fuel hybridization (bars) and fuel required (dots), in kg/s, to maintain steady
operation of the cycle from 8 a.m. to 4 p.m.

Exergy analysis of the plant is carried out by calculating the exergy losses in each component
following Equations (55) to (73). Figure 9a represents the distribution of exergy for the heliostat
field and the receiver. The highest solar exergy input to the system is observed for the months of
February and March (nearly 131 MW), whereas, the minimum exergy input is 117 MW occurring in
July. The yearly averaged exergy input to the heliostat field and the exergy input to the receiver are
approximately 123.5 MW and 52.5 MW, thus, nearly 42.5% of the exergy is lost in the heliostat field.
A portion of exergy input to the receiver is lost due to natural convection and radiation; the remaining
useful exergy input to the power cycle (useful exergy gain by the receiver) is plotted in Figure 9b.
Approximately 5 MW of input exergy received by the central receiver is lost due to convection and
radiation, which corresponds to nearly 5% loss of the input exergy.
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Figure 9. (a) Incident solar exergy, exergy collected at the central receiver and exergy loss in the heliostat
field during 8 a.m. to 4 p.m. (b) Useful exergy gain by the receiver and exergy loss from the receiver
due to natural convection and radiation.
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Exergy losses during the heat transfer process to CO2 in the receiver and the auxiliary heater
are plotted in Figure 10. On average, 3.22 MW (almost 7.5% of useful exergy gain by the receiver) of
exergy loss occurs in the solar central receiver during the heat transfer process, refer to Figure 10a.
On the other hand, a significantly small percentage of exergy loss occurs in auxiliary heater (2.3% of
exergy input), as seen from Figure 10b. The exergy losses in the auxiliary heater are lower for months
with higher solar incident exergy due to lower mass flow rate of fuel required to supplement the solar
energy input to the cycle.
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occurring in the receiver from 8 a.m. to 4 p.m. (b) Exergy received by the auxiliary heater from
combustion gases, exergy gain by CO2 and exergy loss occurring in the auxiliary heater.

Finally, exergy losses occurring in various components of the Brayton cycle are plotted in Figure 11.
Considering exergy losses in turbomachines (turbine and compressors), the turbine incurs the highest
exergy loss because the maximum temperature of the working fluid in the cycle is at the inlet of the
turbine. Among compressors, compressor C1 experiences the highest exergy loss, which is due to the
fact that it handles the net mass flow rate of the cycle, whereas, compressors C2 and C3 receive only a
portion of net mass flow rate due to the flow splitter. Exergy loss incurred in compressor C3 is higher
than the exergy loss that takes place in compressor C2; this is a result of heat recuperation by CO2 in LTR,
which increases its temperature before it enters compressor C3. Among heat recuperators, HTR operates at
a higher temperature than MTR and LTR. In other words, HTR has a higher difference in the operating
conditions from its surrounding state, resulting in the higher exergy loss in comparison to what incurs
in MTR and LTR. LTR is operated at much lower temperature than MTR, resulting in the lowest exergy
loss. Exergy losses in the cooler and the intercooler, and the exergy gain by the coolant (air) in cooler and
intercooler are considered as a net loss in available exergy to the cycle. The cooler handles a higher mass
flow rate than the intercooler (because the net mass flow rate of the working fluid in the cycle splits after
compressor C1), thus it experiences more exergy loss than the intercooler. Similarly, exergy gain by the air in
the cooler is significantly higher than the intercooler due to the same reason. The net exergy loss in the
coolers (cooler and intercooler), defined by Equation (73), is nearly 4.4 MW.
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4. Conclusions

Energy and exergy performances of a solar thermal power plant were investigated.
Recompression Brayton cycle with partial cooling and improved heat recovery (RBC-PC-IHR) configuration
was considered, driven mainly by solar energy from 8 a.m. to 4 p.m. Auxiliary heat was supplied to
account for the fluctuations in the intensity of solar irradiation. The analysis was conducted for Riyadh (the
capital city of Saudi Arabia) and the solar energy was collected from a radially staggered heliostat field.
Optical efficiencies of the generated field were calculated. A sun-tracking method was implemented to
calculate the characteristic angles of each heliostat in the field and data were generated for every fifteen
minutes from sunrise until sunset. Following are the key outcomes and concluding remarks:

• The average annual optical efficiency of the heliostat field was nearly 59 percent with a capability
of providing 475 watts of power per unit heliostat’s area to the central receiver.

• The average annual solar heat absorbed by the receiver is approximately 79.7 MW, out of which
nearly 10 percent is lost due to natural convection and radiation.

• The power cycle was operated with a turbine inlet temperature of 600 ◦C and provided a constant
net power input of 80 MW.

• The auxiliary heater, operating on combustion gases with methane as fuel in the combustion
chamber, provided extra heat required for the steady operation of the cycle. The average annual
fuel requirement is 1.2 kg/s.

• On a monthly basis, for the month of March, the plant was found to be least dependent on auxiliary
heat and operated 95% on the solar energy, whereas, a maximum of 13% auxiliary heat support
was required in December.

• Exergy analysis revealed a maximum loss occurs in the heliostat field, which is nearly 42.5% of
incident solar exergy.

• Approximately 5% of exergy absorbed by the central receiver was lost due to natural convection
and radiation. Furthermore, the central receiver experienced 7.5% loss in the remaining exergy
while transferring heat to the working fluid (carbon dioxide).

• Nearly 7.5% of the net exergy received by CO2 from the solar central receiver and the auxiliary
heater is lost in turbomachines (turbine and compressors). On the other hand, heat recuperators
(LTR, HTR and MTR) and coolers (cooler and intercooler) incurred approximately 8.1% and 10%
of net exergy gain by CO2, respectively.
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Nomenclature

A
Apparent solar irradiation beyond the
atmosphereW/m2

.
Qconv Convective heat loss, MW

B Atmospheric extinction coefficient
.

Qsolin Solar power input to the cycle, MW
AH Heliostat surface area, m2

.
Qauxin

Auxiliary power input to the cycle, MW

d Square root of the area of the heliostat, m R1
Radius of the first ring of the first zone of the
heliostat field, m

dsep Extra security distance, m Rx, Ry, Rz

Spatial (x, y, z) components of the unit vector of
reflected ray of the sun from heliostat
pointing receiver

DR Diameter of the receiver, m Sx, Sy, Sz
Spatial (x, y, z) components of the unit vector
directing sun ray

DM Characteristic diameter, m Srec
Slant distance between the receiver and
the heliostat, m

DH Heliostat diagonal, m s Entropy, kJ/kg
DNI Direct normal irradiation, W/ m2 TR Receiver surface temperature, K
EOT Equation of time Tre f Reference temperature, K
fitc Intercept factor of the heliostat THT Tower optical height, m
fat Atmospheric attenuation factor Ws image dimension in the sagittal plane, m
fsb Shading and blocking factor

.
WT Turbine power output, MW

f Focal distance
.

WC1 Compressor 1 power consumption, MW
fhybrid Degree of hybridization

.
WC2 Compressor 2 power consumption, MW

Fview Radiation shape factor xR x-coordinate on the receiver plane
GD Direct solar radiation, W/ m2 XR, XH x-coordinates of the receiver and the heliostat
H Hour angle, degree YR, YH y-coordinates of the receiver and the heliostat
h Mass enthalpy, kJ/kg yR y-coordinate on the receiver plane
hconv Convective heat transfer coefficient Z Altitude of the location, m
Ht image dimension in the tangential plane, m ZR, ZH z-coordinates of the receiver and the heliostat
Hx, Hy,
Hz

Spatial (x, y, z) components of the surface normal
unit vector of the heliostat

α Solar altitude angle, degree

HTR High temperature recuperator αR Absorptivity of the receiver
l Latitude of the location, m δ Sun’s declination angle, degree
LST Local solar time, hours θ Solar incidence angle, degree
LS Standard meridian of local time zone φH Heliostat surface azimuth angle, degree
LL Longitude of the location β Heliostat tilt angle, degree
LW Heliostat width, m ∆Rmin Minimum radial spacing between heliostat rows, m

LH Heliostat height, m ∆αi
Azimuthal spacing between heliostats in the ith zone
of heliostat field, degree

LR Length of the receiver, m ηth Thermal efficiency of the plant
LTR Low temperature recuperator

.
ψ Exergy, kW or MW

MTR Medium temperature recuperator ηopt Optical efficiency
.

mT Mass flow rate in the turbine, kg/s ρ Reflectivity of the heliostat mirror
.

mC1 Mass flow rate in the compressor 1, kg/s ε Emissivity of the receiver
.

mC2 Mass flow rate in the compressor 2, kg/s εhot, stream Heat exchanger effectiveness
.

mC3 Mass flow rate in the compressor 3, kg/s σ Stefan Boltzmann constant
N Day number of the year σtot Standard deviation of the normal distribution
Nrowsi Number of rows in the ith zone of heliostat field σsun Error factor for the sun shape
Nheli Number of heliostats in each row of the ith zone σbq Error factor for the quality of the beam
.

Qrec Solar power absorbed by receiver, MW σast Error factor for the stigmatic effect
.

Qrad Radiative heat loss, MW σt Error factor for the tracking
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